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A B S T R A C T   

In order to eliminate the adverse impact of the rapid growth of electric heating loads (EHLs) on the safe and 
stable operation of the power grid under the background of the development of clean heating, a distributed 
response strategy based on demand response technology is proposed. Based on the thermodynamic dynamic 
model of EHLs, its demand response capability is analyzed, and then the processes of EHLs centralized response 
strategy and temperature queue sorting distributed response strategy are compared. The core advantage of the 
distributed response strategy of temperature queue sorting is that the distributed control of EHLs is realized by 
setting the response threshold and recovery threshold for the two indicators of frequency and temperature, which 
not only takes into account the user’s comfort, but also ensures the significant improvement of frequency drop 
under fault. A two zone test system is established, and the simulation verifies the effectiveness of the proposed 
response strategy. The results show that the EHLs temperature queue sorting distributed demand response 
strategy can effectively suppress the sharp decline of frequency in case of system failure, and avoid the impact of 
a large number of EHLs responses on the power grid, which plays a positive role in the safe and stable operation 
of the power grid.   

1. Introduction 

For a long time, low-frequency load shedding technology has played 
a vital role in ensuring the safe and stable operation of the power grid. 
However, with the continuous improvement of the penetration rate of 
new energy power and the access of diversified loads, the security and 
stability of the power grid has been severely challenged [1–5]. The main 
reason is the limited regulation capacity of the system. The demand 
response technology in smart grid can make use of the load response 
capability of the user side to improve the flexibility of the system and 
realize the balance between supply and demand of the system in case of 
system failure or disturbance [6–10]. 

EHLs, as a new type of flexible and adjustable load generated under 
the development trend of clean heating, has grown rapidly in recent 
years and become an important load resource on the demand side. It has 
considerable adjustment capacity on the premise of meeting the comfort 
of end users [11]. According to the statistics of Beijing electric power 
company, the load proportion of EHLs in Beijing’s winter heating period 
in 2020 is up to 48.2%. Its huge regulation potential is bound to have a 

far reaching impact on the dispatching operation and demand response 
of power grid. 

In recent years, researchers have done a lot of work in temperature 
control load modeling and demand response control. Based on the 
modeling of electric water heater, reference [12] analyzed the factors 
affecting the response ability of electric water heater and evaluates its 
response ability. In terms of EHLs heating, its main load forms are 
electric heat storage boiler, heat pump, air conditioning, etc. As a clean 
heating technology under the substitution of electric energy, clean 
heating is realized by using electric energy through electrothermal 
conversion of electric heating equipment in the period of low electricity 
price [13]. Compared with traditional coal-fired boilers, this heating 
method shows obvious advantages, which can not only ensure the 
continuity of heating, but also reduce the power consumption cost under 
the guidance of peak and valley electricity price, so as to realize the peak 
cutting and valley filling of power grid. Reference [14] studied the 
optimization mode of EHLs, puts forward three optimization modes 
according to the difference of start and stop time, and analyzes the ad
vantages and disadvantages of these three modes. Reference [15] 
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proposed two control methods of EHLs, namely forced control and 
flexible control, and explained the steps of the two control methods. 
Reference [16] studied the impact of regenerative EHLs on the power 
system. When a large number of EHLs operate synchronously, it will 
have a serious impact on the power grid. Based on this, the operation 
strategy of EHLs time-sharing access system is proposed to reduce the 
impact of sudden load increase on the system. 

EHLs belongs to time flexible load and can participate in the system 
frequency response in many ways. The current research mainly puts 
forward two control modes of EHLs frequency response: centralized and 
localised control. Reference [17–19] proposed a centralized control al
gorithm to adjust the system frequency by aggregating the loads such as 
electric water heaters with small power. The staff operates the central 
controller, which can monitor the status of all loads and input or exit 
loads according to external signals. Reference [20] studies the central
ized constant temperature control algorithm of HVAC and electric water 
heater. The central controller is equipped with a temperature predictor 
to estimate the building temperature and switch the load operation state 
according to the external signal at a specific temperature level. How
ever, the centralized control method requires complex and expensive 
two-way communication between the load and the upper aggregator or 
operator. Localized load control can realize local frequency control and 
avoid the complexity and delay caused by two-way communication 
between network operators. The basic operation of local load control is 
to input or exit the load when the frequency is higher or lower than the 
set threshold [21,22]. 

Some studies have also discussed the dynamic frequency control of 
EHLs, such as industrial asphalt tank in reference [23], household 
refrigerator in reference [22] and [24]. Reference [25] introduces the 
potential of different types of domestic loads to provide dynamic fre
quency response. In the above literatures, the temperature setting value 
of EHLs will change dynamically with the change of power grid fre
quency, and in the process of dynamic change, too high or too low 
temperature setting value will affect the user’s comfort experience. 

To sum up, the current research on EHLs participating in the inter
active response of power grid is difficult to take into account the fre
quency response effect and user comfort experience. At the same time, in 
order to avoid the impact of a large number of EHLs accessing or exiting 
at the same time on the power grid frequency, based on the analysis of 
the demand response ability of EHLs, this paper proposes a distributed 
response strategy of EHLs based on temperature queue ranking. The 
response threshold and recovery threshold are set for the two indexes of 
frequency and temperature respectively, and the temperature dead zone 
is set at the same time. The temperature queue sorting method is used to 
realize the distributed control of EHLs to avoid the extreme situation of 
too high or too low temperature. Combined with an example, the pro
posed distributed response strategy is compared with EHLs non response 
and centralized response strategy. It shows that the distributed response 
strategy based on temperature queue sequencing can effectively sup
press the impact of simultaneous access or exit of a large number of EHLs 
on power grid frequency on the premise of ensuring user comfort. 

2. EHLs demand response capability analysis 

2.1. EHLs model 

In order to analyze the regulatory potential of EHLs, EHLs need to be 
modeled, and its first-order thermodynamic dynamic model [20] is 

When EHLs is operating (sk = 1): 

Tk+1
in = Tk+1

out + QR −
(
Tk+1

out +QR − Tk
in

)
τ (1)  

τ = e− Δk/RC (2) 

When EHLs is exiting (sk = 0): 

Tk+1
in = Tk+1

out −
(
Tk+1

out − Tk
in

)
τ (3) 

Where, Sk is the EHLs switch state, 1 indicates on and 0 indicates off, 
Tin is the indoor temperature regulated by EHLs, ◦C, Tout is the outdoor 
temperature, ◦C [26], Q is the equivalent heat ratio, kW, R is the 
equivalent thermal resistance, ◦C/kW, C is the equivalent heat capacity, 
kJ/ ◦C, τ is the heat dissipation coefficient, k is the control time, Δk is the 
control step size. 

At each control time, EHLs are divided into operation and exit groups 
according to the operation status, which are specifically represented by 
the following two sets: 

Ak =
(

Ak
1,A

k
2,Ak

3, ⋅⋅⋅,Ak
n1

)
(4)  

Bk =
(

Bk
1,B

k
2,Bk

3, ⋅⋅⋅,Bk
n2

)
(5) 

Where, Ak and Bk respectively represent the equipment groups 
running and exiting at k time. The number of EHLs in the two equipment 
groups is n1 and n2 respectively, and the total number is n = n1 + n2. 
When the time k changes, the number and operation status of EHLs in 
the Ak and Bk two equipment groups will also change. 

The set temperature, upper and lower temperature limits of EHLs at 
time k are respectively defined as 

Tk
set =

(
T1,k

set ,T
2,k
set , ⋅⋅⋅,Ti,k

set, ⋅⋅⋅,Tn,k
set

)
(6)  

Tk
low =

(
T1,k

low,T
2,k
low, ⋅⋅⋅,T

i,k
low, ⋅⋅⋅,Tn,k

low
)

(7)  

Tk
high =

(
T1,k

high, T2,k
high, ⋅⋅⋅,Ti,k

high, ⋅⋅⋅,T
n,k
high

)
(8) 

Where, Ti,k
set, T

i,k
low and Ti,k

high are the set temperature, upper and lower 
temperature limits of equipment i at time k, respectively. 

2.2. EHLs demand response capability 

According to the EHLs model, the demand response capability of 
cluster load is analyzed. The power boundary of cluster load up and 
down regulation at k + 1 is 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pk+1
max = Pk

CL +
∑

Ti,k+1∈

(
Ti,k+1

low ,Ti,k+1
high

)
,Si,k=0

Peh,i

Pk+1
min = Pk

CL −
∑

Ti,k+1∈

(
Ti,k+1

low ,Ti,k+1
high

)
,Si,k=1

Peh,i

Pk+1
min ≤ Pk+1

CL ≤ Pk+1
max

(9) 

In Fig. 1, the red dots are the power points existing during the 
operation of cluster EHLs, the blue dotted line is the power boundary of 
cluster EHLs, and the orange shaded area indicates the reduced power 
consumption of cluster EHLs under the demand response strategy after 
the duration Δk. 

As can be seen from Fig. 1, the four parameters of cluster EHLs are: 
Pk+1

min and Pk+1
max associated with comfort, the power Pk+1

CL u consumed by 
cluster EHLs in case of no response, and the power Pk+1

CL consumed by 
cluster EHLs in case of response. At the same time, it can be seen that 
when the operating power is close to the upper boundary, the down 
regulation capacity of cluster EHLs is large, when the operating power is 
far from the upper boundary, the up regulation capacity of cluster EHLs 
is large. 

The response reduction capacity, up and down regulation capacity of 
cluster EHLs are expressed as Eqs. (10)-(12) respectively. 

ΔPk+1
CL = Pk+1

CL u − Pk+1
CL (10)  
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ΔPk+1
up = Pk+1

max − Pk+1
CL u (11)  

ΔPk+1
down = Pk+1

CL u − Pk+1
min (12) 

The response reduction capacity ΔPk+1
CL represents the reduced power 

consumption of cluster EHLs under controlled conditions at time k + 1, 
ΔPk+1

up and ΔPk+1
down respectively represent the power consumption that 

can be increased when the cluster EHLs is up regulated and the power 
consumption that can be reduced when the cluster EHLs is down 
regulated. 

3. EHLs demand response strategy 

The principle of EHLs demand response strategy is to timely adjust 
the operation state of EHLs according to the real-time measured system 
frequency value and frequency change, so as to reduce the adverse 
factors of power grid frequency change on system safety and stability. 
Fig. 2 shows the basic process of EHLs demand response strategy. 

As shown in Fig. 3, when the power grid frequency is lower than the 
response threshold foff set by EHLs, the EHLs currently in operation will 
exit operation to reduce the power load, so that the power grid fre
quency can be restored immediately. When the grid frequency gradually 
rises to the recovery threshold fon with the exit of EHLs, EHLs will be put 
into operation again. When the grid frequency is between fon and foff , 
EHLs will maintain the original operation state. Where the frequency 
response threshold foff is that when the system frequency drops to the 
critical value foff , EHLs needs to exit operation to improve the system 
frequency. This critical value foff of frequency is called the frequency 
response threshold. Where the frequency recovery threshold fon is that 
when the system frequency recovers to the critical value fon, EHLs needs 
to be put into operation again to ensure the user’s heating temperature. 
This critical value fon of frequency is called the frequency recovery 
threshold. 

3.1. Centralized frequency demand response strategy 

In the centralized frequency demand response strategy, it is not 
necessary to consider the energy supply temperature of the end user, but 
only to detect whether the system frequency value is lower than the 
response threshold or higher than the recovery threshold. On this basis, 
it is necessary to realize real-time communication between EHLs and the 

Fig 1. Demand response capability boundary of EHLs.  

Fig 2. Demand response strategy process of EHLs.  

Fig 3. Schematic diagram of EHLs demand response strategy.  

S. Li et al.                                                                                                                                                                                                                                        



Electric Power Systems Research 211 (2022) 108196

4

dispatching center. The emergence of intelligent control terminal and 
grid friendly control equipment provides technical possibility for it to 
respond to the communication requirements of control [27], as shown in 
Fig. 4. The dispatching center detects the system operating frequency in 
real time (generally within the range of plus or minus 0.2 Hz of the rated 
frequency), and sends control commands to the EHLs intelligent control 
terminal according to the frequency detection results. If the system 
frequency drops to the EHLs response threshold, EHLs will receive the 
control command to start responding. 

If the frequency of the system at time k is fk, the frequency response 
threshold of EHLs is foff and the frequency recovery threshold is fon. If the 
system frequency fk ≤ foff is detected, the dispatching control center will 
send the control command to the EHLs, and the EHLs running in the 
system will exit the operation after receiving the response command. If 
the system frequency fk ≥ fon is detected, the dispatching control center 
will send the input command to the EHLs, and all exited EHLs in the 
system will return to the previous input state after receiving the control 
command. 

Fig. 5 shows the response of 10 EHLs equipment when the system 
operation frequency decreases. 

It can be seen from Fig. 5 that under the centralized frequency 
response strategy, the response of EHLs has nothing to do with the ter
minal energy supply temperature, but only depends on the operating 
frequency of the system. If the system operation frequency is lower than 
the set frequency response threshold, all EHLs in operation will exit 
operation. The specific performance is as follows: 10 EHLs equipment 
have experienced four operating states (k, k + 1, k + 2 and k + 3). At 
time k, the system operating frequency is higher than the response 
threshold foff , so 10 EHLs equipment still maintain the operating state 
without meeting the frequency response conditions. However, at time k 
+ 1, k + 2 and k + 3, the system operation frequency is lower than the 
response threshold foff . At this time, 10 EHLs equipment meet the fre
quency response conditions and exit the operation. 

3.2. Temperature queue sorting distributed demand response strategy 

The distributed demand response strategy of temperature queue 
sorting is based on the centralized frequency demand response strategy 
and considering the user’s comfort, the queue sorting method based on 
temperature index is added to realize the distributed response of EHLs. 
Therefore, compared with the centralized frequency demand response 

strategy, under the temperature queue sorting distributed demand 
response strategy, the operation state of EHLs depends not only on the 
system frequency, but also on the heating temperature of terminal EHLs. 
At this time, the intelligent control terminal shall not only receive the 
system frequency value transmitted from the dispatching center, but 
also receive the detected energy supply temperature of EHLs end users. 
At the same time, the intelligent control terminal shall send a response 
command to EHLs according to the transmitted real-time system fre
quency and user temperature. The specific implementation process is 
shown in Fig. 6. 

EHLs are widely distributed, coupled with differences in geograph
ical environment and heating, and the terminal heating load at different 
nodes at the same time is inconsistent. Under the distributed demand 
response strategy of temperature queue sorting, EHLs respond according 
to the temperature of each end user, which can avoid the impact of a 
large number of EHLs on the power grid and improve user comfort. 

It is assumed that the minimum heating temperature and the 
maximum heating temperature meeting the basic comfort of end users 
are Tlow

set and Thigh
set respectively, and this temperature value is used as the 

temperature response threshold and recovery threshold of EHLs. There 
are n EHLs equipment in the system. If the system frequency fk ≤ foff and 
the end user temperature of the equipment i(i= 1, 2, ⋅⋅⋅, n) in operation 
meet Tk

i ≥ Tlow
set , the equipment i will exit the operation according to the 

principle of temperature queue sorting. If the system frequency fk ≥ fon 

and the end user temperature meet Tk
i ≤ Thigh

set , the equipment i will be 
put into operation again according to the principle of temperature queue 
sorting. The specific implementation process of temperature queue 
sorting is as follows:  

1) Load Reduction Calculation. In case of disturbance or fault in multi 
machine power system, the measuring device can quickly detect the 
change of synchronous motor speed. When the frequency changes 
dynamically, the influence of each generator set on the power grid 
frequency is also different, so the term of inertia center frequency 
appears. In this paper, the change of inertia center frequency is 
regarded as the change of power grid frequency. Therefore, there are 
inertia frequency variation and inertia center motion equations: 

Fig 4. Centralized frequency demand response technology of EHLs.  
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⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ωCOI =
1
TJ

∑I

i=1
TJiωi

TJ
dωCOI

dt
= ΔP

(13)   

Where TJ =
∑I

i=1TJi and ωCOI = 2πfCOI,  ωCOI = fCOI when it is 
expressed as per unit value, so Eq. (13) can be expressed as: 
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

fCOI =
1
TJ

∑I

i=1
TJifi

TJ
dfCOI

dt
= ΔP

(14) 

The load variation ΔP can be obtained according to Eq. (13), i.e. 
Pk

target. Considering the response intention and operation status of EHLs, 
foff is expressed as: 

foff = fon − γfP (15)  

γ =
∑I

i=1
γi⋅

Pi

Poff
(16) 

Where γi represents the response intention of equipment i, with a 
value of 0 ~ 1, which can be obtained by evaluating the actual power 
consumption of the equipment. γ is the response intention of the 
equipment group, which can be obtained by weighting the energy 
consumption of each equipment. fP represents the maximum frequency 
acceptable to the virtual motor, which can be obtained according to Eq. 
(14).  

1) In Order of Priority. The EHLs equipment is divided into 2n response 
priority levels according to the principle of binary complement. In 
order to avoid frequent opening (exit) of EHLs, set the temperature 
dead zone θ, as shown in Fig. 7. When Tk

i ≥ Thigh
set − θ or Tk

i ≤ Tlow
set + θ, 

the response priority of device i is 0, that is, it does not participate in 
the response, while the EHLs between Thigh

set − θ and Tlow
set + θ in Fig. 7 

Fig 5. Illustration of centralized frequency demand response strategy of EHLs.  

Fig 6. Distributed demand response technology based on temperature queue sorting of EHLs.  
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are controllable and respond according to the temperature priority. If 
Tk+1

i − Tk
i ≤ 0, the priority is positive. Conversely, if Tk+1

i − Tk
i > 0, 

the priority is negative. Divide the temperature areas that can be 
controlled into 2n− 1 parts. The higher the end user’s temperature is, 
the smaller the absolute value of EHLs priority is.  

2) Response control. Temperature queue sorting is a control method to 
modify the original switching function of EHLs. In the uncontrollable 
range, the switching function of device i at time k can be expressed as 

sk
i =

⎧
⎪⎪⎨

⎪⎪⎩

0, Tk > Thigh
set

1, Tk < T low
set

sk− 1
i , otherwise

(17)    

3) If the system frequency is low and EHLs need to be reduced, consider 
exiting EHLs with positive priority and exiting EHLs with higher 
priority first. If the system frequency is too high and EHLs need to be 
added, consider putting EHLs with negative priority into operation, 
and put EHLs with higher priority into operation first.  

4) The number of response devices is determined. When the switching 
state of device i changes from on to off at time k, the number of 
devices in the open device group Ak decreases by 1, while the number 
of devices in the closed device group Bk increases by 1, and the power 
Pk

i in group Ak is reduced, while the power Pk
i in group Bk is 

increased. The change process of equipment from off to on is oppo
site to that of equipment from on to off. Therefore, some EHLs are 
turned on or off according to the control target, which will increase 
or reduce their power consumption. When EHLs need to reduce 
power consumption, the number of EHLs to be closed is determined 
by Eq. (18): 
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∑NA+1

i=1
Peh,i ≥ Pk

target

∑NA

i=1
Peh,i < Pk

target

(18)   

The first NA EHLs devices of device group NA are closed, and the 
power consumption Pk

target of EHLs is reduced. If the system needs to 
increase the power consumption of EHLs, the number of EHLs devices to 
be opened can be calculated by Eq. (19): 

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∑NB+1

i=1
Peh,i ≥ Pk

target

∑NB

i=1
Peh,i < Pk

target

(19) 

The first NB EHLs devices of device group Bk are opened, and the 
power consumption Pk

target of EHLs is increased. 
Fig. 8 shows the demand response capability boundary of cluster 

EHLs after setting the temperature dead zone. 
Because EHLs in the temperature dead zone do not participate in the 

response, the upper and lower power boundaries of cluster EHLs shrink 
to a certain extent. The orange dot indicates the power point when the 
temperature dead zone is not considered. Compared with the power 
Pk+1

CL u when it does not participate in the response, the reduction capacity 
of total power consumption is expressed as shaded area I and II. After 
considering the temperature dead zone, some EHLs can not be regulated 
even if they meet the response conditions, so that the response load of 
cluster EHLs is "conservative", resulting in a relatively high power Pk+1

CL 1. 
At the same time, there is only an area I left for the reduction capacity of 
total electric energy consumption. In addition, the up regulation power 
and down regulation power of cluster EHLs are also reduced. However, 
the introduction of temperature dead zone avoids frequent opening 
(exit) of EHLs and improves user comfort to a certain extent. 

Fig. 9 shows the response of 10 EHLs equipment when the system 
operation frequency decreases under the temperature queue sorting 
distributed demand response strategy. 

Because the change trend of temperature index and frequency is 
opposite during response, in order to facilitate analysis and keep the 
change trend of temperature and frequency consistent, the temperature 
index takes the opposite number as its ordinate. It can be found that 
under the determined temperature response threshold, all EHLs meeting 
the frequency response conditions do not exit at the same time, but 
perform the stop action at k + 1, k + 2 and k + 3 respectively, and a 
certain number of EHLs respond at each time. 

4. Simulation and analysis 

In order to verify the effectiveness of the proposed temperature 
queue distributed demand response strategy, a two zone test system as 
shown in Fig. 10 is used for simulation verification. The test system 
consists of 4 generator nodes, 6 load lines and 12 buses, in which the red 
triangle represents the EHLs carried by the load line. The total system 
load is 1000 MW, and the average power of EHLs is 80 kW. The mini
mum heating temperature to meet the basic comfort of users is 23 ◦C, 
and the maximum heating temperature is 27 ◦C. The temperature dead 
zone is 0.5 ◦C. Tables 1–3 show the load distribution of each node when 
the load proportion of EHLs is 10%, 20% and 30%. When a fault occurs 
and the tie line is disconnected, two isolated networks of zone 1 and 2 
are generated. 

4.1. Response strategy analysis under fault 1 

Fault 1: When a three-phase short circuit fault occurs in the tie line 
between bus9 and bus10, the protection device malfunctions, and bus9- 
bus10 and bus6-bus8 are disconnected at the same time, resulting in two 
isolated networks. At this time, the power shortage of isolated networks 
in the area (receiving end) is small. 

Fig. 11 shows the frequency response of different control strategies 
when the load proportion of EHLs in the system under fault 1 is 10%. 
Compared with the traditional low-frequency load shedding control 
strategy, the centralized response strategy and the temperature queue 
sorting distributed demand response strategy have some improvement 
on the frequency sag caused by fault 1. 

The centralized response strategy controls the EHLs based on the 

Fig 7. Temperature queue sorting method of EHLs.  

S. Li et al.                                                                                                                                                                                                                                        



Electric Power Systems Research 211 (2022) 108196

7

reduction of system frequency. It can be found from Table 4 that the 
EHLs of all nodes respond and exit from operation at 1.6273 s, which 
effectively improves the system frequency. However, the synchronous 
input of EHLs at 8.2402s has a certain impact on the system, reducing 
the system frequency to the level when there is no response. Under the 
distributed response strategy of temperature queue sorting, the response 
time of EHLs of each node is basically the same, and the improvement of 

system frequency is obvious, but the return operation time of EHLs of 
each node is different, which are 8.1512 s, 14.8817 s and 14.7645 s 
respectively. It can be seen from Fig. 11 that the asynchronous response 
of EHLs under the temperature queue sorting distributed response 
strategy effectively suppresses the impact on the system frequency and 
keeps the system frequency above 49.4 Hz. 

When the load proportion of EHLs in the system rises to 20%, the 
frequency response under different control strategies is shown in Fig. 12. 

Fig 8. Demand response capability boundary considering temperature dead zone of EHLs.  

Fig 9. Illustration of EHLs temperature queue sorting distributed demand response strategy.  

Fig 10. Test system.  

Table 1 
Load distribution of each node at 10% EHLs.  

Node No number Node Power/MW /MW EHLs Number目 EHLs Power/ 
MW 

5 150 183 15 
7 150 185 15 
8 150 190 15 
9 150 187 15 
11 200 250 20 
12 200 255 20  
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As can be seen from Fig. 12, when the load proportion of EHLs rises 
to 20%, the centralized response strategy and temperature queue sorting 
distributed response strategy can greatly improve the frequency drop 
caused by fault 1. It can be seen from Table 5 that the centralized 
response strategy controls all EHLs to exit operation at 1.6186 s at the 
initial time of frequency drop, so as to increase the frequency to near the 
rated value of stable operation. Compared with the temperature queue 
sorting distributed response strategy, the centralized response strategy 
has more obvious improvement on the frequency. However, after about 
6.5 s, under the control of the centralized response strategy, the return 
operation of a large number of EHLs has a great impact on the system 
frequency, making the system frequency even lower than when EHLs do 
not participate in the response. Under the temperature queue sorting 

distributed response strategy, the response time of EHLs at different 
nodes is different. Although it also has a certain impact on the system 
frequency, it still has a significant effect on improving the frequency 
compared with the case of no response, so that the frequency is always 
maintained above 49.4 Hz. 

When the load proportion of EHLs in the system increases to 30%, the 
frequency response under different control strategies is shown in Fig. 13. 

It can be seen from Fig. 13 that when the load proportion of EHLs 
rises to 30%, a large number of EHLs synchronous exit and synchronous 
back into operation under the control of centralized response strategy 
have a great impact on the system, making the frequency peak exceed 
50.2 Hz and the valley lower than 49.0 Hz, indicating that EHLs is in the 
state of excessive response at this time. The asynchronous response 
under the temperature queue sorting distributed response strategy has a 
good effect on improving the system frequency. It can be seen from 
Table 6 that the asynchronous input of EHLs when resuming operation 
avoids a great impact on the system and keeps the frequency above 49.4 

Table 2 
Load distribution of each node at 20% EHLs.  

Node No number Node Power/MW /MW EHLs Number目 EHLs Power/ 
MW 

5 150 366 30 
7 150 370 30 
8 150 380 30 
9 150 374 30 
11 200 500 40 
12 200 510 40  

Table 3 
Load distribution of each node at 30% EHLs.  

Node No number Node Power/MW /MW EHLs Number目 EHLs Power/ 
MW 

5 150 549 45 
7 150 555 45 
8 150 570 45 
9 150 561 45 
11 200 750 60 
12 200 765 60  

Fig 11. Frequency response curves of different control strategies when 10% 
EHLs participate in response under fault 1. 

Table 4 
Response time of each node at 10% EHLs under fault 1.  

Strategy Node No Response Start Time /s Response End Time /s 

Centralized 8 1.6273 8.2402 
11 1.6273 8.2402 
12 1.6273 8.2402 

Distributed 8 1.6224 8.1512 
11 1.6218 14.8817 
12 1.7621 14.7645  

Fig 12. Frequency response curves of different control strategies when 20% 
EHLs participate in response under fault 1. 

Table 5 
Response time of each node at 20% EHLs under fault 1.  

Strategy Node No Response Start Time /s Response End Time /s 

Centralized 8 1.6186 8.1543 
11 1.6186 8.1543 
12 1.6186 8.1543 

Distributed 8 1.6175 8.1274 
11 1.7251 14.8651 
12 8.0418 14.6526  

Fig 13. Frequency response curves of different control strategies when 30% 
EHLs participate in response under fault 1. 
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Hz. 

4.2. Response strategy analysis under fault 2 

Fault 2: When a three-phase short circuit fault occurs in the tie line 
between bus7 and bus9, the protection device misoperates, and bus7- 
bus9 and bus6-bus8 are disconnected at the same time, resulting in 
two isolated networks. At this time, the power shortage of isolated 
networks in the area (receiving end) is large. 

Fig. 14 shows the frequency response of different control strategies 
when the load proportion of EHLs in the system under fault 2 is 10%. 
Compared with the traditional low-frequency load shedding control 
strategy, the centralized response strategy and temperature queue 
sorting distributed demand response strategy have some improvements 
on the frequency sag caused by fault 2. 

It can be seen from Table 7 that under fault 2, EHLs of four nodes 
participated in the response, and EHLs of four nodes began to respond 
and quit operation in 1.8435 s under the centralized response strategy, 
which effectively improved the system frequency. However, the return 
operation of a large number of EHLs in 7.2374s had a certain impact on 
the system, making the system frequency close to the level when there 
was no response. Under the distributed response strategy of temperature 
queue sorting, the response time of EHLs of each node is basically the 
same, but the return operation time of EHLs of each node is different, 
which are 7.1602s, 7.3641 s, 11.5343 s and 11.8247 s respectively. It 
can be seen from Fig. 11 that under fault 2, due to the large power 
shortage of the system, the frequency drop is more serious than that 
under fault 1. Even with the improvement of the temperature queue 
sorting distributed response strategy, it is still lower than 49.2 Hz. 

When the load proportion of EHLs in the system rises to 20%, the 
frequency response under different control strategies is shown in Fig. 15. 

As can be seen from Fig. 15, when the load proportion of EHLs rises 
to 20%, the improvement effect of centralized response strategy and 
temperature queue sorting distributed response strategy on the fre
quency drop caused by fault 2 is basically the same as that in fault 1. It 
can be seen from Table 8 that under fault 2, the centralized response 

strategy controlled all EHLs to exit operation in 1.8219 s, so that the 
frequency increased to near 49.6 Hz, which was slightly lower than that 
of fault 1. After about 5.3 s, under the control of centralized response 
strategy, a large number of EHLs are put into synchronization, so that 
the system frequency is lower than that when EHLs do not participate in 
response. Under the distributed response strategy of temperature queue 
sorting, the asynchronous response of EHLs has less impact on the sys
tem than the centralized response strategy, keeping the frequency above 
49.1 Hz, but there is a certain gap compared with the frequency value of 
49.4 Hz in fault 1. 

When the load proportion of EHLs in the system increases to 30%, the 
frequency response under different control strategies is shown in Fig. 16. 

As can be seen from Fig. 16, when the load proportion of EHLs under 
fault 2 rises to 30%, the synchronous response of a large number of EHLs 
under the control of centralized response strategy has a great impact on 
the system as in fault 1. The synchronous exit of EHLs makes the fre
quency peak exceed 50.2 Hz, while the synchronous return operation of 
EHLs makes the valley even lower than 48.6 Hz. Compared with the 
valley at fault 1, the frequency drop is more serious. This is the result of 
large power shortage under fault 2 and excessive response of centralized 
response strategy. It can be seen from Table 9 that under the distributed 
response strategy of temperature queue sorting, although the power 

Table 6 
Response time of each node at 30% EHLs under fault 1.  

Strategy Node No Response Start Time /s Response End Time /s 

Centralized 8 1.6081 8.0626 
11 1.6081 8.0626 
12 1.6081 8.0626 

Distributed 8 1.6254 8.2354 
11 1.7019 14.5125 
12 8.0587 14.7348  

Fig 14. Frequency response curves of different control strategies when 10% 
EHLs participate in response under fault 2. 

Table 7 
Response time of each node at 10% EHLs under fault 2.  

Strategy Node No Response Start Time /s Response End Time /s 

Centralized 8 1.8435 7.2374 
9 1.8435 7.2374 
11 1.8435 7.2374 
12 1.8435 7.2374 

Distributed 8 1.7198 7.1602 
9 1.8756 7.3641 
11 1.8463 11.5343 
12 1.6526 11.8247  

Fig 15. Frequency response curves of different control strategies when 20% 
EHLs participate in response under fault 2. 

Table 8 
Response time of each node at 20% EHLs under fault 2.  

Strategy Node No Response Start Time /s Response End Time /s 

Centralized 8 1.8219 7.1728 
9 1.8219 7.1728 
11 1.8219 7.1728 
12 1.8219 7.1728 

Distributed 8 1.8536 7.2569 
9 1.8921 7.3972 
11 7.0453 11.8343 
12 1.7695 11.7152  

S. Li et al.                                                                                                                                                                                                                                        



Electric Power Systems Research 211 (2022) 108196

10

shortage of fault 2 is large, the asynchronous response of EHLs has little 
impact on the system, so that the valley value of frequency is above 49.0 
Hz. 

4.3. Effect of EHLs ratio on frequency variation 

Fig. 17 is the frequency variation curves when the system contains 
different proportions of EHLs under fault 1 and fault 2 respectively. 

It can be seen from Fig. 17 that no matter whether the system has 
fault 1 or fault 2, the system frequency will drop sharply at the initial 
time of the fault, and the higher the load proportion of EHLs is in the 
node, the greater the frequency drop is. After the system disconnection 
fault, the frequency fluctuates upward in the process of recovery, and 
the higher the proportion of EHLs is, the more obvious the fluctuation 
behaves. At the same time, it can be seen that the overall response time 
of EHLs under fault 1 is longer, while the overall response time of EHLs 
under fault 2 is shorter. 

4.4. EHLs power response analysis 

Fig. 18 shows the power response of different proportions of EHLs 
under the control of temperature queue sorting distributed response 
strategy when system fault 1 and fault 2 occur respectively. 

As can be seen from Fig. 18, in the initial stage of fault 1, due to the 
control of the distributed response strategy of temperature queue sort
ing, when the load proportion of EHLs is 10%, 20% and 30% respec
tively, the power of EHLs is reduced by nearly 77%, 75% and 70% 
respectively, indicating that the proportion of EHLs participating in the 
response in the total EHLs under the three proportions is 77%, 75% and 
70% respectively. In the subsequent frequency recovery process, EHLs 
power also rebounded. Comparing power response curves under fault 1 
and fault 2, it can be seen that under the control of the temperature 
queue sorting distributed response strategy, the power of EHLs partici
pating in the response increases compared with that of fault 1 due to the 
large power shortage of the system under fault 2, and the power fluc
tuation is more obvious in the response process. 

4.5. Room temperature regulation analysis of single EHLs 

The room temperature regulation changes of single EHLs under the 
temperature queue sorting distributed response strategy (TQSD-RS), 
centralized response strategy (C-RS) and dynamic frequency response 
strategy (DFC-RS) are analyzed, as shown in Fig. 19. 

As can be seen from Fig. 19, the initial temperature under EHLs 1 
regulation is 26.1 ◦C, which meets the temperature requirements for the 
basic comfort of heating users. At this time, EHLs 1 participates in the 
system frequency response and exits the operation under the tempera
ture queue sorting distributed response strategy. Under the three 
response strategies, the change of room temperature at each time is al
ways consistent, showing a trend of decreasing first and then increasing. 
The temperature difference between other times and the initial time 
reaches the maximum at 30 s, at which time the user’s comfort experi
ence is the worst. Then, with the recovery of system frequency and the 
rise of room temperature, the comfort experience will gradually recover. 

The initial temperature under EHLs 2 regulation is 22.1 ◦C, which 
does not meet the temperature requirements of basic comfort of heating 
users. Under the centralized response strategy, EHLs 2 needs to be out of 
operation, so the room temperature drop is the most serious and the 
comfort experience is the worst. Under the dynamic frequency response 
strategy, the power consumption of EHLs 2 decreases and the room 
temperature will decrease, but the degree of decline is smaller than that 
of the centralized response strategy. Therefore, the comfort experience 
of the dynamic frequency response strategy is better than that of the 
centralized response strategy. Under the temperature queue sorting 
distributed response strategy, EHLs 2 does not participate in the system 
frequency response and continues to operate. The room temperature is 

Fig 16. Frequency response curves of different control strategies when 30% 
EHLs participate in response under fault 2. 

Table 9 
Response time of each node at 30% EHLs under fault 2.  

Strategy Node No Response Start Time /s Response End Time /s 

Centralized 8 1.8196 7.0465 
9 1.8196 7.0465 
11 1.8196 7.0465 
12 1.8196 7.0465 

Distributed 8 1.8317 7.3569 
9 1.8654 7.2468 
11 7.1928 11.6463 
12 7.0325 11.4697  

Fig 17. Frequency variation of the system with different proportions of EHLs under fault 1 and fault 2.  
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always kept at 22.1 ◦C, and the temperature difference between other 
times and the initial time is always 0 ◦C. Among the three response 
strategies, the comfort experience is the best. 

5. Conclusion 

In view of the adverse impact of the rapid growth of EHLs on the safe 
and stable operation of power grid under the background of the devel
opment of clean energy heating, a distributed response strategy based on 
temperature queue sorting is proposed to suppress the frequency drop 
when the system fails. The effectiveness of the proposed strategy is 
verified by simulation, and the following conclusions are obtained:  

1) When system failure leads to frequency drop, the synchronous 
response of centralized response strategy and temperature queue 
sorting distributed response strategy can improve the frequency to a 
certain extent. In the same proportion of EHLs, the centralized 
response strategy has a more significant effect on frequency 
improvement, but compared with the temperature queue sorting 
distributed response strategy, a large number of EHLs synchronous 
exit under the control of the centralized response strategy will have 
excessive response.  

2) Due to the large power shortage of the system under fault 2, the 
frequency drop is more serious than that of fault 1, but the proposed 

Fig 18. Power response curves of different proportions of EHLs under the control of temperature queue sorting distributed response strategy under fault 1 and fault 2.  

Fig 19. Room temperature changes of single EHLs regulated by three response strategies.  
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temperature queue sorting distributed response strategy can still 
effectively improve the system frequency level.  

3) When the system fails, the higher the load proportion of EHLs is in 
the node, the greater the frequency fluctuation is. 
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Consensus-based distributed coordinated operation of active distribution 
networks with electric heating loads 

Shoudong Li a,b, Guangqing Bao a,c,*, Anan Zhang c 

a School of Electrical and Information Engineering, Lanzhou University of Technology, Lanzhou 730050, China 
b School of Automation and Electrical Engineering, Lanzhou Jiaotong University, Lanzhou 730070, China 
c School of Electronics and Information Engineering, Southwest Petroleum University, Chengdu 610500, China   

A R T I C L E  I N F O   

Keywords: 
Communication failure 
Active distribution network 
Consensus algorithm 
Electric heating loads 
Correction variable 

A B S T R A C T   

Aiming at the problems of a large amount of communication information, changeable network topology, and 
communication failures in active distribution networks with electric heating loads, a consensus distributed co
ordinated operation method for active distribution networks considering communication failures is proposed. 
Firstly, a coordinated optimization model is established with the goal of maximizing the comprehensive benefits 
of agents in the active distribution network with electric heating loads. Then, the consensus variable for each 
agent is defined based on the coordinated optimization model. On this basis, the consensus variable of each agent 
is extracted using the Lagrange multiplier method and KKT optimal conditions; Finally, considering the impact of 
communication failures on the consensus-distributed coordinated operation of active distribution networks with 
electric heating loads, a modified variable is introduced in the iterative process to improve the consensus- 
distributed algorithm so as to eliminate the unbalanced power of the system. A 5-machine active distribution 
network example system is constructed for simulation verification. The results show that the improved consensus 
distributed method can eliminate the imbalance between supply and demand in the system under communi
cation failures, and the application scenarios have strong robustness. After electric heating loads participate in 
the coordinated operation, it can promote the accommodation of new energy power and the economic operation 
of the system.   

1. Introduction 

With the continuous improvement of the penetration rate of new 
energy power and the access to various loads, the security and stability 
of the power grid have been seriously challenged [1,2]. Flexible loads in 
smart grids can use their responsiveness to improve the flexibility of the 
system, achieving a balance between supply and demand in the event of 
system failures or disturbances [3,4]. Currently, most research on the 
scheduling and operation of distribution networks is based on energy 
storage and demand response technology to achieve system power bal
ance. Reference [5] uses hydrogen energy as an energy storage carrier, 
utilizing the coupling and interaction between multiple energy sources 
to improve the utilization rate of renewable energy during scheduling 
and operation, achieving a balance between the supply and demand of 
the system. Reference [6] models common energy storage resources, 
including centralized and distributed energy storage equipment, pipe 
network energy storage, and building thermal capacity, as centralized 

energy storage to ensure supply and demand balance and long-term 
stable operation of the system. Reference [7] considers the synergistic 
effects of electrical energy storage, thermal energy storage, and EV and 
improves the system’s resistance to extreme weather. Reference [8] 
proposes a new integrated demand response day ahead energy man
agement framework for remote off grid power systems, which uses 
probabilistic fuzzy inference systems to estimate user responses to price 
based incentives, so as to coordinate and manage the energy system 
more effectively. Reference [9] establishes a demand management 
model with the participation of energy storage systems and proposed 
peak shaving and valley filling factors to describe the degree of demand 
management. Reference [10] formulates optimization strategies 
through reasonable electricity prices to orderly guide the charging and 
discharging behavior of electric vehicles, thereby achieving peak 
shaving and valley filling of the power grid and balancing supply and 
demand. However, traditional configuration energy storage and demand 
response technologies to maintain system power balance can lead to a 
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reduced economy. As a new type of flexible and adjustable load gener
ated under the development trend of clean heating, electric heating 
loads (EHLs) have grown rapidly in recent years, and have become an 
important load resource that cannot be ignored on the demand side. 
They have significant adjustment capabilities while meeting the energy 
comfort of users [11]. EHLs are divided into space heating EHLs and 
domestic hot water EHLs according to their uses [12]. In developed and 
developing countries, space heating EHLs and domestic hot water EHLs 
are two major components of household energy consumption. In China, 
space heating EHLs are the largest component of household energy 
consumption, accounting for 54% of total household energy consump
tion [13]. Domestic hot water EHLs are the third largest component, 
accounting for 14% of total household energy consumption [13]. In 
Europe and the United States, space heating EHLs and domestic hot 
water EHLs account for approximately 80% and 60% of the final energy 
use of residential buildings, respectively [14]. The load forms of space 
heating EHLs are mainly electric heat storage boilers, heat pumps, and 
air conditioners, and the comfort measure is the heating temperature 
[15]. The load form of domestic hot water EHLs is mainly electric water 
heaters, and the comfort measure is the hot water temperature [16]. 

EHLs, as a clean heating technology under the substitution of electric 
energy, utilize electric energy to achieve clean heating through the 
electrothermal conversion of electric heating equipment during the peak 
period of electricity prices. This heating method has significant advan
tages over traditional coal-fired boilers and configured heat storage. 
Configuring heat storage devices only improves the flexibility of 
cogeneration, and the effect of promoting the consumption of new en
ergy power is mainly reflected in the improvement of the peak shaving 
capacity of cogeneration units without fundamentally expanding the 
consumption space of new energy power [17]. EHLs technology can not 
only ensure the sustainability of heating but also save on electricity costs 
under the guidance of electricity pricing mechanisms. EHLs technology 
achieves peak shaving and valley filling in the power grid, expands space 
for the accommodation of new energy power, and reduces the occur
rence of wind and light waste. However, EHLs in the system are widely 
distributed, with strong spatiotemporal dispersion and diversity, which 
poses challenges for EHLs to participate in the coordinated operation of 
the distribution network. Therefore, studying how to use distributed 
computing methods to achieve EHLs participating in the coordinated 
operation of distribution networks is of great significance for solving the 
problems of supply and demand balance and local accommodation of 
high-permeability new energy power systems. 

Centralized operation mode has been widely used in traditional 
economic dispatching of power systems, such as the Newton-Raphson 
method, quadratic programming, Lagrange relaxation method, genetic 
algorithm, tabu search algorithm, and particle swarm optimization al
gorithm. In this mode, each distributed unit needs to upload its own 
parameters and constraints to the central controller that solves the 
economic scheduling problem [18] and then, after obtaining the optimal 
solution, send the output instructions back to each distributed unit. Due 
to a large number of distributed devices and the high requirements for 
communication capacity and central storage in a centralized manner, a 
single point of failure in the center can also lead to system crashes [19]. 
In addition, the submission of parameter and constraint information will 
expose the privacy of distributed unit owners. In response to the short
comings of centralized methods, researchers have conducted a lot of 
research on the application of consistently distributed algorithms to 
energy management, especially in supporting and gradually replacing 
the traditional centralized framework of power systems with the coor
dinated operation of microgrids and active distribution systems [20]. 
Compared to the classical centralized method, the consistency-based 
distributed method is superior to the centralized algorithm in terms of 
solving speed and solving the coordinated operation of active distribu
tion networks containing large-scale distributed resources [21]. Sec
ondly, centralized methods require high-bandwidth communication to 
process information collected within the system, while consistency- 

based distributed methods only require local information exchange be
tween neighbors, reducing the necessary communication costs [22]. In 
addition, future power grids and communication networks may have a 
variable topology, and consistency-based distributed methods are more 
suitable for handling topology changes and adapting to plug-and-play 
functionality [23]. Therefore, distributed methods based on consis
tency algorithms have broad application prospects in solving the coor
dinated operation problem of active distribution networks with large- 
scale EHLs. Reference [24] uses consistency-based energy manage
ment algorithms to maximize social welfare by coordinating supplier 
generations and customer needs. Reference [25] proposes to select 
marginal cost as a consistent variable to solve the distributed economic 
scheduling problem, but it requires a centralized statistical system for 
the active deficit of a leader node. Therefore, reference [26] improves 
the consistency algorithm on the basis of reference [25] and proposes 
communication information traversal statistics based on connected 
networks to eliminate “Leader” agents. In [27], considering storage 
devices, the single-time step economic scheduling problem was 
extended to a multi-time step scheduling problem. Reference [28] im
proves the convergence speed by adding gradient terms to the consistent 
algorithm, but this largely depends on the selection of step size. 
Although decreasing step size can achieve a compromise between 
optimality and convergence speed, it is necessary to find the optimal 
step size through offline research [29]. 

Although consistency-based energy management algorithms have 
attracted a lot of attention, most existing studies assume that commu
nication is completely reliable, and communication failures (manifested 
as link failures or packet loss) may occur randomly in practical appli
cations [30]. Therefore, communication failure is an important factor to 
consider in power system applications. Reference [31] indicates that in 
power system control based on wide-area measurement systems, packet 
loss during data transmission may lead to transient instability issues. 
Reference [32] demonstrates the importance of reliable communication 
for demand response control in Heating Ventilation and Air Condition
ing (HVAC) systems. In the case of a communication failure, the actual 
power consumption deviates from the target power consumption and 
does not meet the user’s comfort level. 

Therefore, it is necessary to study the impact of communication 
failures on consistency-based energy management algorithms. Refer
ence [33] introduces Bernoulli random variable and piecewise constant 
function for correction in case of communication failure to ensure that 
the consistency algorithm converges to the average value, thereby 
improving the robustness of the algorithm. However, the above algo
rithms neither consider constraints on agent status nor any optimization 
criteria, both of which are indispensable in energy management issues. 
Reference [34] demonstrates the impact of incomplete communication 
networks on consistency-based economic scheduling algorithms. How
ever, the impact of communication failures on scheduling results is not 
provided. Reference [35] proposes a robust distributed economic 
scheduling method based on the push-sum method. However, only the 
single-stage optimization problem is considered, which limits its appli
cation in distribution networks. 

In summary, the current research on consistently distributed opti
mization computing for power systems has hardly considered the impact 
of communication failures on system operation results. At the same time, 
after configuring EHLs in active distribution networks, problems such as 
large amounts of communication information and variable network to
pology may arise. Therefore, based on the establishment of a coordi
nated and optimized operation model for active distribution networks 
with EHLs, this paper uses the Lagrange multiplier method and KKT 
optimal conditions to extract the consistent variables of each agent in 
the active distribution network and considers the impact of communi
cation failures on system operation. In the iterative process, modified 
variables are introduced to propose an improved method of consistent 
distributed operation. Compared to the methods in [33–35], the pro
posed method does not require reconfiguration of communication or 
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retransmission of lost data and can find feasible solutions in the event of 
communication failures to achieve the optimal results of coordinated 
operation of EHLs active distribution networks. 

2. Distributed optimal operation modeling of the active 
distribution network with EHLs 

EHLs can be divided into space heating EHLs and domestic hot water 
EHLs according to their uses. The active distribution network structure 
with EHLs studied in this paper is shown in Fig. 1. 

2.1. Coordinated and optimized operation model 

When coordinating and optimizing the operation of various intelli
gent agents in the active distribution network, they will be constrained 
by overall power balance and other constraints. While pursuing 
maximum self-interest, they also need to achieve maximum compre
hensive system benefits. The comprehensive benefits of coordinated 
operation of active distribution networks consider the benefits of EHLs 
and non electric heating flexible loads, the operating costs of new energy 
generation units, the operating costs of energy storage devices, and the 
power exchange costs between active distribution networks and trans
mission grids. The goal of active distribution network coordinated 
optimization operation is to maximize the comprehensive benefits of the 
system, specifically expressed as: 

max[
∑Nbl

i=1
Cbl

i (T
bl
i )+

∑Nel

i=1
Cel

i (T
el
i )+

∑Nf

i=1
Cf

i (Li) −
∑Nh

i=1
Ch

i (Pi) −
∑Nw

i=1
Cw

i (Wi)

−
∑Nes

i=1
Ces

i (Ei)+Cgrid(Pgrid)]

(1)  

where Cbl
i (Tbl

i ) is the benefit of coordinated operation of the space 
heating EHLs agent, and Tbl

i is the set temperature of the space heating 
EHLs agent. Cel

i (Tel
i ) is the benefit of the coordinated operation of EHLs 

agent for making domestic hot water, and Tel
i is the set temperature of 

EHLs agent for making domestic hot water. Cf
i (Li) is the benefit of a 

coordinated-operation of the non-electric heating flexible load agent, 
and Li is the power of a non-electric heating flexible load agent. Ch

i (Pi) is 
the power generation cost of conventional thermal power unit agents, 
and Pi is the power generation power of thermal power unit agents. 
Cw

i (Wi) is the cost of wind and light discarding of the new energy 
generator unit agent, and Wi is the power regulation for the new energy 
generator unit agent. Ces

i (Ei) is the operation cost of the energy storage 
agent, and Ei is the power transmitted by the energy storage agent to the 
active distribution network. Cgrid(Pgrid) is the power exchange cost be
tween the active distribution network and the transmission 
network.Pgrid is the exchange of power between the active distribution 
network and the transmission network. Pgrid > 0 indicates that the active 
distribution network transmits power to the transmission network, and 
conversely Pgrid < 0. 

The profit and cost functions of each part of the active distribution 
network can be expressed as follows:  

(1) Revenue function of EHLs 

The benefits of EHLs in active distribution networks are directly 
related to the comfort of users. Therefore, the benefits of EHLs in active 
distribution networks are also directly related to their set temperatures. 
If the set temperature is closer to the user’s optimal temperature, the 
benefits of EHLs will be greater. When the set temperature is equal to the 
user’s optimal temperature, the EHLs revenue reaches its peak. If the set 
temperature deviates from the user’s optimal temperature, the EHLs will 
benefit less. When the set temperature is equal to the ambient 

Fig. 1. Schematic diagram of an active distribution network with EHLs.  
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temperature, the EHLs return is 0. According to the above principles, the 
income functions of space heating EHLs and domestic hot water EHLs 
are respectively expressed as [36]: 

Cbl
i (T

bl
i ) = kbl[(Tbl

out,i − Tbl
s )

2
− (Tbl

i − Tbl
s )

2
] (2)  

Cel
i (T

el
i ) = kel[(Tel

out,i − Tel
s )

2
− (Tel

i − Tel
s )

2
] (3)  

where kbl and kel are the profit coefficients of space heating EHLs and 
domestic hot water EHLs, respectively. Tbl

out,i and Tel
out,i are the outdoor 

temperatures of space heating EHLs and domestic hot water EHLs, 
respectively. Tbl

i and Tel
i are the set temperatures of space heating EHLs 

and domestic hot water EHLs, respectively. Tbl
s and Tel

s are the optimal 
temperatures for space heating EHLs and domestic hot water EHLs, 
respectively.  

(2) Revenue function of non-electric heating flexible load 

The benefit of a flexible non-electric heating load is that it is inde
pendent of temperature and has general characteristics that can be fitted 
with a quadratic function as follows [37]: 

Cf
i (Li) = aL,iL2

i + bL,iLi + cL,i (4)  

where aL,i, bL,i,and cL,i are the profit coefficients of a non-electric heating 
flexible load.  

(3) The cost function of thermal power units is [38]: 

Ch
i (Pi) = aiP2

i + biPi + ci (5)  

where ai, bi, and ci are the generation cost coefficients of thermal power 
units.  

(4) Cost function of new energy-generating units 

In order to facilitate modeling and analysis, wind power and 
photovoltaic units are uniformly modeled as new energy unit agents in 
this paper. The power of new energy units is divided into an adjustable 
part and a fixed grid-connected part. Its regulated power can be disposed 
of by discarding wind and light. In order to improve the wind and solar 
energy consumption rates, discarding wind and light will result in a 
certain penalty cost. Therefore, the cost of new energy units is mainly 
the penalty cost, which can be expressed as: 

Cw
i (Wi) = kw(Wi,max − Wi)

2 (6)  

where kw is the cost coefficient of new energy units. Wi,max is the 
maximum adjustable power of new energy units.  

(5) The cost function of an energy storage device is [39]: 

Ces
i (Ei) = aes,iE2

i (7) 

where aes,i is the cost coefficient of the energy storage device. Ei is the 
discharge power of the energy storage device.  

(6) The power exchange cost of the active distribution network and 
transmission network is [39]: 

Cgrid(Pgrid) = ρgridPgrid (8)  

where ρgrid is the price of the power exchanged between the active 
distribution network and the transmission network. 

When the agents in the active distribution network operate in coor

dination, the following constraints should also be considered [36–39]: 

∑Nh

i=1
Pi +

∑Nw

i=1
Wg,i +

∑Nw

i=1
Wi +

∑Nes

i=1
Ei −

∑Nbl

i=1
Vbl

i −
∑Nel

i=1
Vel

i −
∑Nf

i=1
Li = Pgrid

(9)  
⎧
⎪⎪⎨

⎪⎪⎩

Vbl
i = ηbl(Tbl

i − Tbl
out,i)

2

Vel
i = ηel(Tel

i − Tel
out,i)

2 (10)  

⎧
⎨

⎩

Vbl
i,min⩽Vbl

i ⩽Vbl
i,max

Vel
i,min⩽Vel

i ⩽Vel
i,max

(11)  

Wi,min⩽Wi⩽Wi,max (12)  

Pi,min⩽Pi⩽Pi,max (13)  

Ei,min⩽Ei⩽Ei,max (14)  

Epre
i − Efull

i ⩽Ei⩽Epre
i (15)  

⎧
⎨

⎩

Tbl
i,min⩽Tbl

i ⩽Tbl
i,max

Tel
i,min⩽Tel

i ⩽Tel
i,max

(16)  

where Wg,i is the fixed grid-connected power of new energy units. Vbl
i 

and Vel
i are the power consumption of space heating EHLs and domestic 

hot water EHLs for temperature regulation, respectively. ηbl and ηel are 
the power consumption coefficients of space heating EHLs and domestic 
hot water EHLs, respectively. Vbl

i,max and Vbl
i,min are the upper and lower 

limits of Vbl
i . Vel

i,max and Vel
i,min are the upper and lower limits of Vel

i . Wi,max 

and Wi,min are the upper and lower limits of Wi; Pi,max and Pi,min are the 
upper and lower limits of thermal power unit output. Ei,max and Ei,min are 
the upper and lower limits of Ei. Epre

i is the current state of charge of the 
energy storage agent, and Efull

i is its capacity of energy storage agent. 
Tbl

i,max and Tbl
i,min are the upper and lower limits of Tbl

i . Tel
i,max and Tel

i,min are 
the upper and lower limits of Tel

i . Constraint (9) represents the power 
balance during coordinated operation of the active distribution network. 
Constraint (10) represents the power consumption expression during 
temperature regulation of space heating EHLs and domestic hot water 
EHLs. Constraint (11) represents the operating power limit of space 
heating EHLs and domestic hot water EHLs. Constraints (12) and (13) 
represent the operating power limit of new energy units and thermal 
power units, respectively. Constraint (14) represents the regulating 
power limit of energy storage intelligent agents. Constraint (15) repre
sents the state of charge constraint of the energy storage intelligent 
agent. Constraint (16) represents the temperature limits for space 
heating EHLs and domestic hot water EHLs. 

2.2. Consensus variable extraction based on KKT optimal condition 

During the distributed and coordinated operation of the active dis
tribution network, the incremental benefits (IB) of space heating EHLs, 
domestic hot water EHLs, and non-electric heating flexible loads and the 
incremental costs (IC) of thermal power units, new energy generating 
units, and energy storage devices are taken as the consensus variables of 
each agent, which are Lagrangian multipliers. The consensus variables 
are extracted based on KKT optimal conditions, and the model is solved 
using the consensus distributed algorithm. When inequality constraints 
(10) - (15) are ignored, the optimization problem of active distribution 
network load coordination is as follows: 
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Without considering inequality constraints, the Lagrangian multi
plier method is applied, and partial derivatives are calculated for each 
decision variable based on KKT optimal conditions. The optimal con
ditions of equation (17) are as follows: 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂ϖ
∂Tbl

i
= −

∂Cbl
i (T

bl
i )

∂Tbl
i

+
∂Vbl

i (T
bl
i )

∂Tbl
i

= −
∂Cbl

i (T
bl
i )

∂Tbl
i

+ λ[2ηbl(Tbl
i − Tbl

out,i)] = 0

∂ϖ
∂Tel

i
= −

∂Cel
i (T

el
i )

∂Tel
i

+
∂Vel

i (T
el
i )

∂Tel
i

= −
∂Cel

i (T
el
i )

∂Tel
i

+ λ[2ηel(Tel
i − Tel

out,i)] = 0

∂ϖ
∂Li

= −
∂Cf

i (Li)

∂Li
+ λ = 0

∂ϖ
∂Pi

=
∂Ch

i (Pi)

∂Pi
− λ = 0

∂ϖ
∂Wi

=
∂Cw

i (Wi)

∂Wi
− λ = 0

∂ϖ
∂Ei

=
∂Ces

i (Ei)

∂Ei
− λ = 0

(18)  

λ =

∂Cbl
i (Tbl

i )

∂Tbl
i

2ηbl(Tbl
i − Tbl

out,i)
=

∂Cel
i (T

el
i )

∂Tel
i

2ηel(Tel
i − Tel

out,i)
=

∂Cf
i (Li)

∂Li
=

∂Ch
i (Pi)

∂Pi
=

∂Cw
i (Wi)

∂Wi

=
∂Ces

i (Ei)

∂Ei

(19) 

According to equations (18) and (19), the consensus variables of 
each agent extracted from space heating EHLs, domestic hot water EHLs, 
non-electric heating flexible loads, thermal power units, new energy 
generating units, and energy storage devices are: 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

λbl,i =

∂Cbl
i (T

bl
i )

∂Tbl
i

2ηbl(Tbl
i − Tbl

out,i)
=

kbl(Tbl
s − Tbl

i )

2ηbl(Tbl
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λel,i =

∂Cel
i (T

el
i )

∂Tel
i

2ηel(Tel
i − Tel

out,i)
=

kel(Tel
s − Tel

i )

2ηel(Tel
i − Tel

out,i)

λf ,i =
∂Cf

i (Li)

∂Li
= 2aL,iLi + bL,i

λh,i =
∂Ch

i (Pi)

∂Pi
= 2aiPi + bi

λw,i =
∂Cw

i (Wi)

∂Wi
= 2kw(Wi,max − Wi)

λes,i =
∂Ces

i (Ei)

∂Ei
= 2aes,iEi

(20)  

3. A consensus-based distributed algorithm considering 
communication failures 

3.1. Agent information transmission considering communication failures 

The communication failure problem on the network can be modeled 
as an independent Bernoulli process [40]. The binary variable di− j(k)→ 
(0, 1) represents the communication state of the communication link i ↔ 
j at iteration k, and di− j(k) = 0 represents the communication link i ↔ j, 
which has communication failure, and di− j(k) = 1 represents the data 
transmission between nodes i and j as normal. The probability of the 
communication state is: 
{

πr
{

di− j(k) = 0
}
= ρi− j

πr
{

di− j(k) = 1
}
= 1 − ρi− j

(21)  

where ρi− j is the probability of communication failure in the commu
nication link i ↔ j. 

Let Ai(k) denote the set of neighbors that fail to deliver the infor
mation to node i at iteration k, and let Bi(k) denote the set of neighbors 
that succeed. The set of adjacent nodes of node i is expressed as Ni =

Ai(k) ∪ Bi(k). Node i can only use the data transmitted by the informa
tion set Bi(k) to update the information due to the communication 
failure of the information set Ai(k) at iteration k. 

The updating rules of consensus variables and the unbalanced power 
of agents under communication failure are shown in Equations (22) and 
(23): 

minϖ = −
∑Nbl

i=1
Cbl

i (T
bl
i ) −

∑Nel

i=1
Cel

i (T
el
i ) −

∑Nf

i=1
Cf

i (Li) +
∑Nh

i=1
Ch

i (Pi)+

∑Nw

i=1
Cw

i (Wi) +
∑Nes

i=1
Ces

i (Ei)]− Cgrid(Pgrid)+

λ[Pgrid − (
∑Nh

i=1
Pi +

∑Nw

i=1
Wg,i +

∑Nw

i=1
Wi +

∑Nes

i=1
Ei −

∑Nbl

i=1
Vbl

i −
∑Nel

i=1
Vel

i −
∑Nf

i=1
Li)]

(17)   

Fig. 2. Explanation of the impact of communication failures on coordinated 
operation results. 
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∀t ∈ T :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

λt
bl,i(k + 1) = λt

bl,i(k) +
∑

j∈Bi(k)

αbl,ij(λt
bl,j(k) − λt

bl,i(k)) + ωΔPt
bl,i(k)

λt
el,i(k + 1) = λt

el,i(k) +
∑

j∈Bi(k)

αel,ij(λt
el,j(k) − λt

el,i(k)) + ωΔPt
el,i(k)

λt
f ,i(k + 1) = λt

L,i(k) +
∑

j∈Bi(k)

αL,ij(λt
L,j(k) − λt

L,i(k)) + ωΔPt
L,i(k)

λt
h,i(k + 1) = λt

P,i(k) +
∑

j∈Bi(k)

αP,ij(λt
P,j(k) − λt

P,i(k)) + ωΔPt
P,i(k)

λt
w,i(k + 1) = λt

W,i(k) +
∑

j∈Bi(k)

αW,ij(λt
W,j(k) − λt

W,i(k)) + ωΔPt
W,i(k)

λt
es,i(k + 1) = λt

E,i(k) +
∑

j∈Bi(k)

αE,ij(λt
E,j(k) − λt

E,i(k)) + ωΔPt
E,i(k)

(22)    

where αij is the connection strength between nodes i and j, to ensure 
convergence, the value is 0⩽αij < (maxi=1,...,N|Ni|)

− 1 [41]. t ∈ [1,T] is the 
scheduling period in the scheduling cycle. For the consensus conver
gence coefficient ω, select a value that is small enough to make the 
iteration result converge to the global optimum. ΔVt

bl,i(k), ΔVt
el,i(k), 

ΔLt
i(k), ΔPt

i(k), ΔWt
i (k), and ΔEt

i(k) are the unbalanced power of space 
heating EHLs, domestic hot water EHLs, non-electric heating flexible 
loads, thermal power units, new energy generating units, and energy 
storage device agents, respectively. 

The local unbalanced power can be initialized as the originally 
generated power and load consumption before coordinated operation: 

∀t ∈ T :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ΔVt
bl,i(0) = Vt

bl,i(0) = Vt
bl,i

ΔVt
el,i(0) = Vt

el,i(0) = Vt
el,i

ΔLt
i(0) = Lt

i(0) = Lt
i

ΔPt
i(0) = Pt

i(0) = Pt
i

ΔWt
i (0) = Wt

i (0) = Wt
i

ΔEt
i(0) = Et

i(0) = 0

(24)  

3.2. Influence of communication failures on the consensus-distributed 
coordinated operation 

When the consensus-distributed method shown in equations (22) and 
(23) converges in the case of communication failure, the power supply of 
the system cannot meet the load demand, and the mismatch between 
supply and demand meets the following requirements: 

∀t ∈ T :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

lim
k→∞

∑

i∈N
Vt

bl,i(k) = lim
k→∞

∑k

s=0

∑

i∈N

∑

j∈Ai(s)

αbl,ij(ΔVt
bl,j(s) − ΔVt

bl,i(s))

lim
k→∞

∑

i∈N
Vt

el,i(k) = lim
k→∞

∑k

s=0

∑

i∈N

∑

j∈Ai(s)

αel,ij(ΔVt
el,j(s) − ΔVt

el,i(s))

lim
k→∞

∑

i∈N
Lt

i(k) = lim
k→∞

∑k

s=0

∑

i∈N

∑

j∈Ai(s)

αL,ij(ΔLt
j(s) − ΔLt

i(s))

lim
k→∞

∑

i∈N
Pt

i(k) = lim
k→∞

∑k

s=0

∑

i∈N

∑

j∈Ai(s)

αP,ij(ΔPt
j(s) − ΔPt

i(s))

lim
k→∞

∑

i∈N
Wt

i (k) = lim
k→∞

∑k

s=0

∑

i∈N

∑

j∈Ai(s)

αW,ij(ΔWt
j (s) − ΔWt

i (s))

lim
k→∞

∑

i∈N
Et

i(k) = lim
k→∞

∑k

s=0

∑

i∈N

∑

j∈Ai(s)

αE,ij(ΔEt
j(s) − ΔEt

i(s))

(25)  

where the left term is the actual unbalanced power of the system at 
iteration k, the right item includes all communication failures of the 
system at iteration k. 

The impact of communication failures on the coordinated operation 
results is shown in Fig. 2. In the final coordinated operation, the total 
generation power and total load demand of the system cannot be 
balanced, resulting in the system cannot operate safely and stably. It can 
be seen from equation (25) that the impact on the final coordinated 
operation is determined by the local unbalanced power: 

∀t ∈ T :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

lim
k→∞

∑

i∈N
Vt

bl,i(k) = αbl,ij(ΔVt
bl,j(k) − ΔVt

bl,i(k))

lim
k→∞

∑

i∈N
Vt

el,i(k) = αel,ij(ΔVt
el,j(k) − ΔVt

el,i(k))

lim
k→∞

∑

i∈N
Lt

i(k) = αL,ij(ΔLt
j(k) − ΔLt

i(k))

lim
k→∞

∑

i∈N
Pt

i(k) = αP,ij(ΔPt
j(k) − ΔPt

i(k))

lim
k→∞

∑

i∈N
Wt

i (k) = αW,ij(ΔWt
j (k) − ΔWt

i (k))

lim
k→∞

∑

i∈N
Et

i(k) = αE,ij(ΔEt
j(k) − ΔEt

i(k))

(26) 

Under a non-ideal communication environment, communication 
failure will lead to power deviation. The communication failure problem 
in the distributed iterative calculation process will have a cumulative 
impact on the coordinated operation results. Suppose there are two in
dependent communication failure problems, one of which occurs when 
nodes i and j communicate with each other at iteration k1, and another 

∀t ∈ T :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ΔVt
bl,i(k + 1) = ΔVt

bl,i(k) +
∑

j∈Bi(k)

αbl,ij(ΔVt
bl,j(k) − ΔVt

bl,i(k)) + Vt
bl,i(k + 1) − Vt

bl,i(k)

ΔVt
el,i(k + 1) = ΔVt

el,i(k) +
∑

j∈Bi(k)

αel,ij(ΔVt
el,j(k) − ΔVt

el,i(k)) + Vt
el,i(k + 1) − Vt

el,i(k)

ΔLt
i(k + 1) = ΔLt

i(k) +
∑

j∈Bi(k)

αL,ij(ΔLt
j(k) − ΔLt

i(k)) + Lt
i(k + 1) − Lt

i(k)

ΔPt
i(k + 1) = ΔPt

i(k) +
∑

j∈Bi(k)

αP,ij(ΔPt
j(k) − ΔPt

i(k)) + Pt
i(k + 1) − Pt

i(k)

ΔWt
i (k + 1) = ΔWt

i (k) +
∑

j∈Bi(k)

αW,ij(ΔWt
j (k) − ΔWt

i (k)) + Wt
i (k + 1) − Wt

i (k)

ΔEt
i(k + 1) = ΔEt

i(k) +
∑

j∈Bi(k)

αE,ij(ΔEt
j(k) − ΔEt

i(k)) + Et
i(k + 1) − Et

i(k)

(23)   
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communication failure problem occurs when nodes i and j communicate 
with each other at iteration k2. It can be seen from equation (25) that the 
impact on coordinated operation is the addition of two communication 
failure problems in the communication process: 

3.3. Improvement of the consensus-distributed algorithm under 
communication failures 

A series of communication failure problems that occurred in the 
communication process will produce serious local unbalanced power. In 
order to maintain the accuracy of system unbalanced power estimation, 
a correction variable is introduced in the iterative process to eliminate 
the impact of communication failure problems on the results of 
distributed coordinated operations. 

It can be seen from the update rules in Equations (22) and (23) that 
the local unbalanced power ΔPt

i(k1) of each node will be affected by the 
unbalanced power ΔPt

j(k1)(j ∈ Ni) of its adjacent nodes in each iteration. 
To indicate the impact on adjacent nodes, set a correction variable 

ξt
i− j(k): 

∀t ∈ T : ξt
i− j(k)

=

{
ξt

i− j(k − 1) + αij(ΔPt
j(k − 1) − ΔPt

i(k − 1)), j ∈ Bi(k − 1)
ξt

i− j(k − 1), j ∈ Ai(k − 1)
(28)  

where Bi(k − 1) is the set of neighboring nodes that successfully trans
ferred the information to node i at iteration k − 1; Ai(k − 1) refers to the 
set of neighboring nodes that failed to transfer the information to node i 
accurately. 

The modified variable ξt
i− j(k) represents the change in the unbal

anced power ΔPt
i(k) due to the influence of the adjacent node j before the 

iteration is k. Before the iteration, there is no information exchange 
between adjacent nodes, so the value of the correction variable is: 

∀t ∈ T : ξt
i− j(0) = 0 (29) 

In an ideal communication environment, there is no data quality 
problem. It can be seen that: 

∀t ∈ T : ξt
i− j(k) + ξt

j− i(k)

=
∑k− 1

s=0
αij((ΔPt

j(s) − ΔPt
i(s)) + (ΔPt

i(s) − ΔPt
j(s))) = 0 (30) 

However, in the actual communication environment, there will be 
more or less communication failures, namely ξt

i− j(k) + ξt
j− i(k) ∕= 0. 

Therefore, the adjustment variable δt
ij(k) is set to adjust the local un

balanced power caused by communication failure: 

∀t ∈ T : δt
ij(k) = ξt

i− j(k)+ ξt
j− i(k) (31) 

Due to the addition of correction variables ξt
i− j(k) in the information 

transmission, the node i receives ξt
j− i(k)(j ∈ Ni) from its adjacent nodes 

and calculates δt
ij(k) for adjacent nodes (i, j) at iteration k. Under the 

adjustment of δt
ij(k), node i receives the error signal caused by the local 

communication failure. Node i uses δt
ij(k) to adjust the local unbalanced 

power ΔPt
i(k + 1) to ensure the accuracy of the system unbalanced 

power estimation. Fig. 3 shows the main steps of the proposed 
improvement method. 

The details of adjusting the original update rules are described as 
follows: 

Step 1: Considering the final result of information transmission under 
communication failure, use equation (26) to update the impact of Fig. 3. Flowchart of the proposed improvement method.  

∀t ∈ T :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

lim
k→∞

∑

i∈N
Vt

bl,i(k) = αbl,ij(ΔVt
bl,j(k1) − ΔVt

bl,i(k1)) + αbl,mn(ΔVt
bl,n(k2) − ΔVt

bl,m(k2))

lim
k→∞

∑

i∈N
Vt

el,i(k) = αel,ij(ΔVt
el,j(k1) − ΔVt

el,i(k1)) + αel,mn(ΔVt
el,n(k2) − ΔVt

el,m(k2))

lim
k→∞

∑

i∈N
Lt

i(k) = αL,ij(ΔLt
j(k1) − ΔLt

i(k1)) + αL,mn(ΔLt
n(k2) − ΔLt

m(k2))

lim
k→∞

∑

i∈N
Pt

i(k) = αij(ΔPt
j(k1) − ΔPt

i(k1)) + αP,mn(ΔPt
n(k2) − ΔPt

m(k2))

lim
k→∞

∑

i∈N
Wt

i (k) = αW,ij(ΔWt
j (k1) − ΔWt

i (k1)) + αW,mn(ΔWt
n(k2) − ΔWt

m(k2))

lim
k→∞

∑

i∈N
Et

i(k) = αE,ij(ΔEt
j(k1) − ΔEt

i(k1)) + αE,mn(ΔEt
n(k2) − ΔEt

m(k2))

(27)   
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adjacent nodes. 
Step 2: Exchange information with neighboring nodes, including 

consensusvariables ΔPt
i(k − 1), λt

i(k − 1) and final auxiliary variables 
ξt

i− j(k). 
Step 3: Calculate the adjustment variable δt

ij(k) to master the final 
result of information transmission under communication failure: 

∀t ∈ T : δt
ij(k) =

{
ξt

i− j(k) + ξt
j− i(k), j ∈ Bi(k − 1)

0, j ∈ Ai(k − 1)
(32) 

Step 4: Update consensus variables ΔPt
i(k − 1) and λt

i(k − 1) ac
cording to the following rules: 

∀t ∈ T : ΔPt
i(k + 1)

= ΔPt
i(k) +

∑

j∈Bi(k− 1)

αij(ΔPt
j(k − 1)

− ΔPt
i(k − 1))+Pt

i(k + 1) − Pt
i(k) −

∑

j∈Bi(k− 1)

δt
ij(k) (33)  

∀t ∈ T : λt
i(k + 1) = λt

i(k)+
∑

j∈Bi(k− 1)

αij(λt
j(k − 1) − λt

i(k − 1))+ωΔPt
i(k − 1)

(34) 

Step 5: At the end of each iteration, adjust the correction variable 
ξt

i− j(k): 

∀t ∈ T : ξt
i− j(k) =

{
ξt

i− j(k) − δt
ij(k), j ∈ Bi(k − 1)

ξt
i− j(k − 1), j ∈ Ai(k − 1)

(35) 

For two-way communication (i, j), nodes i and j have their own 
adjustment variables. Node i updates its adjustment variables δt

ij(k) to 
eliminate the impact of communication failure on information trans
mission between nodes i and j. Node j updates its corresponding 
adjustment variable δt

ji(k) to eliminate the impact of communication 
failures on information transmission between nodes j and i. 

Compared with the unmodified, consistent, distributed algorithm, 
this method does not significantly increase the communication and 
computing burden. At each iteration, only one additional variable is 
added. For the increased calculation burden, the improved consistency 
algorithm also introduces only three updates, namely Formulas (28), 
(32), and (35). 

In a non-ideal communication environment, the proposed improved 
consistent distributed algorithm is used to eliminate the imbalance be
tween the supply and demand of system power, thus meeting the 
constraint of the supply and demand balance equation. It is hereby 
certified that: 

The sum of the unbalanced powers of all nodes at iteration k is: 

∀t∈T :
∑

i∈N
ΔPt

i(k+1)=
∑

i∈N
ΔPt

i(k)+
∑

i∈N

∑

j∈Bi(k− 1)

αij(ΔPt
j(k − 1)− ΔPt

i(k − 1))+

∑

i∈N
Pt

i(k+1)−
∑

i∈N
Pt

i(k)−
∑

i∈N

∑

j∈Bi(k− 1)

δt
ij(k)

(36) 

The second term of equation (36) can be expressed as follows: 

The last item of equation (36) can be expressed as follows: 
∑

i∈N

∑

j∈Bi(k− 1)

δt
ij(k) =

∑

j∈Bi(k− 1),

i∈Aj(k− 1)

αij(ΔPt
j(k − 1) − ΔPt

i(k − 1)) (38) 

Substituting equations (37) and (38) into (36), we can get 

∀t ∈ T :
∑

i∈N
ΔPt

i(k + 1) =
∑

i∈N
ΔPt

i(k)+
∑

i∈N
Pt

i(k + 1) −
∑

i∈N
Pt

i(k) (39) 

It can be seen that 

∀t ∈ T :
∑

i∈N
ΔPt

i(k) =
∑

i∈N
Pt

i(k) (40) 

According to equation (40), the total unbalanced power of all nodes 
is equal to the actual unbalanced power of the system. 

Suppose that the local incremental cost λt
i(k) eventually converges to 

a certain value ε(t): 

∀t ∈ T : lim
k→∞

λt
i(k) = ε(t) (41) 

Considering the constraints on both sides of equation (22), it can be 
seen that 

∀t ∈ T : ε(t) = ε(t) +
∑

j∈Bi(k)

αij(ε(t) − ε(t))+ωlim
k→∞

ΔPt
i(k)⇔∀t ∈ T

: lim
k→∞

ΔPt
i(k) = 0 (42) 

Considering the constraints on both sides of equation (40), it can be 
seen that 

∀t ∈ T : lim
k→∞

∑

i∈N
Pt

i(k) = lim
k→∞

∑

i∈N
ΔPt

i(k) =
∑

i∈N
0 = 0 (43) 

According to the definition and extraction process of consensus 
variables, the power of each agent in the active distribution network is 
updated as follows: 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Vbl
i (k+1)= ηbl[Tbl

i (k+1) − Tbl
out,i]

2
,Tbl

i (k+1)=
kblTbl

s +ηblλbl,i(k+1)Tbl
out,i

ηblλbl,i(k+1)+ kbl

Vel
i (k+1)= ηel[Tel

i (k+1) − Tel
out,i]

2
,Tel

i (k+1)=
kelTbl

s +ηelλel,i(k+1)Tel
out,i

ηelλel,i(k+1)+ kel

Li(k+1)=
λf ,i(k+1) − bL,i

2aL,i

Pi(k+1)=
λh,i(k+1) − bi

2ai

Wi(k+1)=
λw,i(k+1)

2kw +Wi,max

Ei(k+1)=
λes,i(k+1)

2aes,i

(44) 

After the consensus variables are updated iteratively, it is necessary 
to calculate the power of the updated space heating EHLs, domestic hot 
water EHLs, non-electric heating flexible loads, thermal power units, 

∑

i∈N

∑

j∈Bi(k− 1)

αij

(
ΔPt

j(k − 1) − ΔPt
i(k − 1)

)
=

∑

j ∈ Bi(k − 1),
i ∈ Bj(k − 1)

αij

(
ΔPt

j(k − 1) − ΔPt
i(k − 1) + ΔPt

i(k − 1) − ΔPt
j(k − 1)

)
+

∑

j ∈ Bi(k − 1),
i ∈ Aj(k − 1)

αij

(
ΔPt

j(k − 1) − ΔPt
i(k − 1)

)
= 0 +

∑

j ∈ Bi(k − 1),
i ∈ Aj(k − 1)

αij

(
ΔPt

j(k − 1) − ΔPt
i(k − 1)

) (37)   
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new energy generating units, and energy storage devices according to 
equation (44). At the same time, it is necessary to judge whether Vbl

i , Vel
i , 

Li, Pi, Wi, and Ei are out of bounds according to inequality constraints. If 
there is an out-of-limit situation, it is necessary to correct the out-of-limit 
power. Taking space heating EHLs power Vbl

i as an example, the 
inequality constraint is modified as follows: 

Vbl
i (k + 1) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ηbl[Tbl
i (k + 1) − Tbl

out,i]
2
, Vbl

i,min⩽ηbl[Tbl
i (k + 1) − Tbl

out,i]
2⩽Vbl

i,max

Vbl
i,max, ηbl[Tbl

i (k + 1) − Tbl
out,i]

2
> Vbl

i,max

Vbl
i,min, ηbl[Tbl

i (k + 1) − Tbl
out,i]

2
< Vbl

i,min

(45) 

Inequality constraints on domestic hot water EHLs, non-electric 
heating flexible loads, thermal power units, new energy power genera
tion units, and energy storage device agents are also modified according 
to the above method and will not be repeated. 

Using the improved consensus distributed algorithm proposed in this 
paper, the final result satisfies the supply and demand balance con
straints and inequality constraints in the original problem, and the final 
convergence of the incremental cost is consistent, indicating that the 
final result is the optimal solution. 

4. Simulation and analysis 

4.1. Example setting 

To verify the effectiveness of the proposed consensus distributed 
coordinated operation method, a 5-machine active distribution network 

Fig. 4. Active distribution network communication topology (I).  

Table 1 
Relevant parameters.  

Parameters Value Parameters Value 

kbl 0.03 P2,max/MW 120 
kel 0.02 P1,min/MW 75 
kw 0.03 P2,min/MW 55 
ηbl/(MW/

◦C) 0.8 Emax/MW 40 
ηel/(MW/

◦C) 0.6 Emin/MW − 40 
Lmax/MW 20 Vbl

max/MW 35 
Lmin/MW 5 Vbl

min/MW 2 
Wg,1/MW 20 Vel

max/MW 30 
Wg,2/MW 10 Vel

min/MW 1 
Tbl

max/
◦C 25 W1,max/MW 60 

Tel
max/

◦C 60 W1,min/MW 10 
Tbl

min/
◦C 21 W2,max/MW 65 

Tel
min/

◦C 45 W2,min/MW 15 
P1,max/MW 160 _ _  

Table 2 
Communication link failure rate.  

Communication link 1 ↔ 2 1 ↔ 3 1 ↔ 4 1 ↔ 5 1 ↔ 8 

Failure rate  0.1  0.1  0.1  0.15  0.15 
Communication link  2 ↔ 3  2 ↔ 5  2 ↔ 8  3 ↔ 8  4 ↔ 5 
Failure rate  0.15  0.2  0.2  0.2  0.25 
Communication link  4 ↔ 7  4 ↔ 8  5 ↔ 6  5 ↔ 8  6 ↔ 7 
Failure rate  0.25  0.25  0.3  0.3  0.3  

Fig. 5. Iteration process of system unbalanced power under traditional consistency method.  
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example system, as shown in Fig. 4, is built for simulation verification. 
Among them, G1 and G2 are conventional thermal power unit agents, 
DG1 and DG2 are new energy unit agents, ES is an energy storage agent, 
load 1 is a space heating electric heating load (EHLs (bl)) agent, load 2 is 
a domestic heating electric heating load (EHLs (el)) agent, and load 3 is a 
non-electric heating flexible load (FL) agent. Tbl

s is 23℃, Tel
s is 50℃, the 

initial load of the active distribution network is 200 MW, and other 
parameters are shown in Table 1. 

4.2. Comparison of the actual unbalanced power of the system under 
communication failures 

In order to verify the effectiveness of the proposed correction method 
for different communication failure rates, the probability of failure of 
different communication links is different. For example, a communica
tion link 4 ↔ 5 is more susceptible to communication failure problems 
than a communication link 1 ↔ 4. The failure rates of each communi
cation link are shown in Table 2. In case of communication failure, the 
iterative changes in the actual unbalanced power of the system before 
and after correction are shown in Figs. 5 and 6, respectively. 

Fig. 6. Iteration process of system unbalanced power under improved consistency method.  

Fig. 7. Iteration process of system variables under scenario 1.  

Fig. 8. Iteration process of system variables in scenario 2.  
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In order to facilitate the analysis, five scheduling periods are selected 
for analysis. By comparing Figs. 5 and 6, it can be seen that under the 
traditional consensus distribution method, the actual unbalanced power 
of the system does not converge to zero, and the supply power in each 
dispatching period is always less than the load demand, which indicates 
that there is a certain unbalance between the power supply and load 
demand of the system. After introducing the correction variable, the 
actual unbalanced power of the system finally converges to 0, and the 
supply power in each dispatching period is always equal to the load 
demand, indicating that the imbalance between supply and demand in 
the system is eliminated. 

4.3. Improved consensus-distributed method testing 

As shown in Table 2, when the communication link fails, four sce
narios are set up to simulate and verify the effectiveness of the proposed 
improved consensus distributed operation method. Let the consensus 
convergence coefficient beω = 0.005, the sampling step Δk be 0.02 s, 
and the simulation calculation time be the product of iteration k and the 
sampling step Δk. When the centralized optimal operation method is 
adopted, λ=11.64 $/MW corresponds to the optimal solution for system 
operation. 

Scenario 1: The effectiveness of the improved consensus-distributed 
method 

In Scenario 1, the effectiveness of the proposed consensus method of 
distributed operation for an active distribution network with an electric 
heating load is simulated, and the simulation results are shown in Fig. 7. 
Fig. 7 (a) shows the iterative change process of the consistency variable 
of each agent in the active distribution network, and Fig. 7 (b) shows the 
iterative change process of the generation power and load demand in the 
active distribution network. 

It can be seen from Fig. 7 (a) thatλ = 11.64 $/MW corresponds to the 
optimal solution for system operation. When the calculation time is 3.92 
s, that is, when the number of iterations is 196, the consensus variables 
of all agents converge to the best. It can be seen from Fig. 7 (b) that the 
final convergence results of the system’s generation power and load 
demand remain balanced, and the consensus distributed method with 
the introduction of modified variables achieves the same results as the 
centralized optimal operation method. It shows that under the fully 
distributed optimization operation method, each agent can also obtain 
satisfactory optimization results by avoiding centralized 
communication. 

Scenario 2: Range constraints of generator units and loads are 
considered 

Fig. 9. Iteration process of system variables in scenario 3.  

Fig. 10. Active distribution network communication topology (II).  
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In Scenario 2, considering the power inequality constraints of 
generator sets and various loads, the effectiveness of the consensus 
distributed operation method is simulated using the communication 
topology in Scenario 1. The simulation results are shown in Fig. 8. 

It can be seen from Fig. 8 that when considering the power range 
constraints of various agents, such as space heating EHLs, domestic hot 
water EHLs, non-electric heating flexible loads, thermal power units, 
new energy generating units, and energy storage devices, the consensus 
variable corresponding to the optimal solution of the system operation 
can still converge to the best, that is, λ=11.64 $/MW, and the supply and 
demand powers of the system can also converge to the equilibrium state. 

Fig. 11. Iteration process of system variables in scenario 4.  

Fig. 12. Overview of typical days in winter.  

Fig. 13. Results of EHLs not participating in system-coordinated operation.  

Table 3 
Consumption of new energy electricity when EHLs do not participate in system 
coordination operation.  

New 
energy 
unit 

Electricity 
generation / 
MW⋅h 

Grid- 
connected 
operating 
electricity 
/MW⋅h 

The electricity 
of discarded 
wind and light 
/MW⋅h 

The 
consumption 
rate of new 
energy / 
% 

DG1  1204.32  883.31  321.01  73.35 
DG2  1151.63  861.17  290.46  74.78 
DG1 +

DG2  
2355.95  1744.48  611.47  74.05  
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Scenario 3: “Plug and Play” function test 

In Scenario 3, the “Plug and Play” function of the proposed consensus 
distributed operation method is simulated, and the simulation results 
are shown in Fig. 9. Using the communication topology in Scenario 1, 
when t = 6 s, the non-electric heating flexible load (FL) agent exits the 
operation; when t = 12 s, the FL agent is connected to the grid again. 

It can be seen from Fig. 9 that when t = 6 s, the FL agent exits the 
power grid, and the consensus variable of each agent in the system runs 
to a new convergence valueλ = 11.66 $/MW; When t = 12 s, FL agent is 
connected to the grid again, and the consensus variable of each agent 
converges to the operation value before FL agent exits, that is, λ=11.64 
$/MW. At the same time, the supply and demand powers of the system 
converge on the equilibrium state. This shows that the proposed 
consensus distributed operation method can meet the “plug and play” 
function requirements of active distribution networks. 

Scenario 4: Robustness of communication topology changes 

In Scenario 4, the communication topology of the active distribution 
network is changed to verify the robustness of the proposed consensus 
distributed operation method with different communication topologies. 
The changed communication topology is shown in Fig. 10, and the 
simulation results are shown in Fig. 11. 

It can be seen from Fig. 11 that although the communication topol
ogy of the active distribution network is different, the consensus variable 
can still converge to the optimal operation point, that is, λ=11.64 
$/MW, and the supply and demand power in the active distribution 
network can also converge to the equilibrium state. Compared with 
Scenarios 1–3, there are four fewer communication links (1 ↔ 4, 2 ↔ 5, 
4 ↔ 5, 5 ↔ 8) in Scenario 4, so the communication conditions in Scenario 
4 are worse than those in Scenarios 1–3. Although there are few 
communication links in Scenario 4, the communication topology still 
has connectivity and can eventually converge to the optimal value. 

4.4. Analysis of distributed coordinated operation results 

In order to verify the performance of the proposed consensus 
distributed operation method for an active distribution network with an 
electric heating load and also to illustrate the positive significance of 
EHLs and other active loads participating in system operation for new 
energy power consumption and system economic operation, two cases 
are designed to simulate and analyze the results before and after space 
heating EHLs and domestic hot water EHLs participated in system co
ordinated operation. The data on generating power of new energy units, 
power exchange price between the active distribution network and main 
network, hot water demand, and outdoor temperature on a typical day 
in winter are shown in Fig. 12. 

Case 1: EHLs do not participate in the coordinated operation of the 
system 

In Case 1, EHLs do not participate in the coordinated operation of the 
system. The coordinated operation results for new energy units and 
thermal power units are shown in Fig. 13, and the consumption of new 
energy power is shown in Table 3. 

It can be seen from Fig. 13 (a) and Table 3 that when EHLs do not 
participate in the coordinated operation of the system due to the lack of 
flexibility of the system compared with the generating power of new 
energy units in Fig. 12 (a), there is a serious phenomenon of wind and 
light rejection. During the dispatching operation period, the wind and 
light rejections of DG1 and DG2 respectively reach 321.01 MW⋅h and 

Fig. 14. Results of EHLs participating in system-coordinated operations.  

Table 4 
Consumption of new energy electricity when EHLs participate in system coor
dination operation.  

New 
energy 
unit 

Electricity 
generation / 
MW⋅h 

Grid- 
connected 
operating 
electricity 
/MW⋅h 

The electricity 
of discarded 
wind and light 
/MW⋅h 

The 
consumption 
rate of new 
energy / 
% 

DG1  1204.32  1197.45  6.87  99.43 
DG2  1151.63  1147.31  4.32  99.62 
DG1 +

DG2  
2355.95  2344.76  11.19  99.53  
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290.46 MW⋅h, and the new energy power consumption rate is only 
74.05%. It can be seen from Fig. 13 (b) that in order to improve the 
system’s situation by discarding wind and light and making room for 
new energy power, the operating power of conventional thermal power 
units G1 and G2 has also been forced to be limited. At 00:00–04:00 and 
22:00–24:00, it is located near the lower limit of power for a long time. 
This mode of deep regulation will cause disadvantages and harm to the 
operation and maintenance of thermal power units. 

Case 2: EHLs participate in the coordinated operation of the system 

In Case 2, EHLs participate in the coordinated operation of the sys
tem. The coordinated operation results for new energy units, thermal 
power units, domestic hot water EHLs, and space heating EHLs are 
shown in Fig. 14, and the consumption of new energy power is shown in 
Table 4. 

It can be seen from Fig. 14 (a) and Table 4 that when EHLs partici
pate in the coordinated operation of the system, due to the strong flex
ibility of the system compared with the generating power of new energy 
units in Fig. 12 (a), the phenomenon of wind and light rejection has been 
greatly improved. During the dispatching operation period, the amount 
of wind and light rejection at DG1 and DG2 is only 6.87 MW⋅h and 4.32 
MW⋅h, and the consumption rate of new energy power has been 
improved to 99.53%, which can be basically completely consumed. At 
the same time, it can be seen from Fig. 14 (b) that the improvement of 
system flexibility due to the participation of EHLs in coordinated oper
ations can relieve the operating pressure of thermal power units to a 
certain extent, increase their output power, and improve the status of 
the long-term operations (such as 00:00–04:00 and 22:00–24:00) near 
the lower power limit. It can be seen from Fig. 14 (c) that during the 
operation time (such as 18:00–22:00) when the hot water demand is 
high and the electricity price is high, the domestic hot water EHLs will 
continue to operate so as to keep the temperature of the hot water not 
lower than the lower temperature limit (45℃). In Fig. 14 (d), the space 
heating EHLs stopped running when the electricity price was high, and 
the electricity price at 10:00 was the lowest during the whole day. The 
power value of space heating EHLs was high, so the indoor temperature 
quickly rose to 24.6℃, close to the upper-temperature limit (25℃). 

5. Conclusion 

Based on the consistency algorithm, a distributed coordinated 
operation method for active distribution networks with electric heating 
loads considering communication failures is proposed. The effectiveness 
of the proposed method is verified through simulation, and the following 
conclusions are obtained: 

(1) When a communication failure occurs in the system, after intro
ducing a modified variable to improve the consensus-distributed 
method, the imbalance between supply and demand in the system 
is eliminated. Compared with the unmodified consensus- 
distributed method, this method does not significantly increase 
the communication and computing burdens, but only adds an 
additional variable in the iteration process.  

(2) After considering power constraints, the proposed improved 
consensus-distributed coordinated operation method can still 
obtain the same optimal solution as the centralized method when 
the network communication topology changes and can also meet 
the functional requirements of an active distribution network 
“plug and play”, indicating that the application scenario of the 
proposed method has strong robustness.  

(3) After participating in the coordinated operation of the system, 
electric heating loads will play a positive role in the consumption 
of new energy power and the economic operation of the system.  

(4) To avoid the negative impact of some bad data generated during 
operation on the consistency coordination of active distribution 

networks, methods such as data mining and state estimation can 
be used to identify and correct the bad data. Subsequent research 
will be carried out in this direction. 
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Abstract: In order to change the centralized operation framework of the active distribution network
with electric heating loads (EHLs), a distributed optimization method is proposed for the coordinated
operation of the active distribution network with EHLs. Firstly, considering the thermal delay
effect and heat loss of the thermal system, a centralized optimization operation model for active
distribution networks with EHLs is established. Then, based on the centralized optimization operation
model, it is rephrased as a standard sharing problem, and a distributed optimization operation
model for the EHL active distribution network is established based on the alternating direction
multiplier method (ADMM) solution. In the process of solving ADMM, dynamic step correction was
further considered. By updating the steps during the iteration process, the number of iterations was
reduced, and the convergence and computational efficiency of ADMM were improved. Finally, the
effectiveness of the distributed coordinated operation method proposed in this paper was simulated
and verified by constructing an IEEE33 distribution system. The results showed that the proposed
distributed coordinated operation method has strong robustness to the randomness of the number of
distributed units and parameters, and EHLs participating in coordinated operation can expand the
consumption space of wind power and photovoltaic power, and improve the economic efficiency of
system operation.

Keywords: active distribution network; distributed coordinated operation; electric heating loads;
alternating direction multiplier method; dynamic step correction

1. Introduction

The increasing proportion of new energy generation and the integration of multiple
types of loads have had a serious impact on the safe and stable operation of the power
grid [1,2]. Flexible loads in active distribution networks are balanced between supply
and demand through demand response technology [3,4], maintaining the safe and stable
operation of the system in the event of disturbances or faults in the power grid [5,6]. The
current scheduling operation of active distribution networks mainly improves the system’s
regulation ability by utilizing energy storage and flexible load demand response [7–9]. With
the development of electric heating technology, EHLs have become a demand response
resource with significant regulation ability on the load side [10]. EHLs mainly include
two categories: space heating EHLs and domestic hot water EHLs [11]. Whether in Euro-
pean and American countries or China, space heating and domestic hot water production
account for a large proportion of household energy consumption. In China, space heating
accounts for 54% of household energy consumption and is the main source of household
energy consumption. Hot water production accounts for 14% of household energy con-
sumption, making it the third largest part of household energy consumption [12]. In
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developed countries in Europe and America, the proportion of space heating and domestic
hot water production in household energy consumption is 80% and 60%, respectively [13].

EHLs belong to clean heating methods, which use electricity to heat electric heating
conversion equipment for user heating during periods of relatively low electricity prices.
Compared with the heating method of configuring heat storage devices and coal-fired
boilers, using EHLs for heating has significant advantages. The configuration of heat storage
devices in cogeneration only reduces the coupling characteristic of heat to electricity in
cogeneration units and does not generate new load space for the consumption of new
energy electricity [14]. The use of EHLs for heating can not only maintain the stability of
heating, but also reduce costs through the adjustment of market electricity prices, expand
the consumption space of new energy from the load side, and have a positive effect on peak
shaving and valley filling of the power grid. However, the distribution of EHLs is relatively
scattered, with a variety of types and significant differences, making it difficult for EHLs to
participate in the coordinated operation of active distribution networks. Therefore, using
distributed methods to solve the coordinated operation problem of active distribution
networks containing EHLs is of great significance for achieving safe and efficient operation
of new energy power systems.

The scheduling operation of traditional power systems adopts a centralized operation
mode, which is achieved through traditional planning methods and intelligent optimization
algorithms. In the centralized operation mode, each distributed unit reports parameters
and boundary conditions to the central controller responsible for coordination [15], obtains
the optimal solution for coordinated operation through the centralized solving method, and
transmits it to each distributed device. Due to the presence of a large number of distributed
devices in the active distribution network, the centralized operation mode requires a
large communication capacity and storage space. Once a central single point of failure
occurs, it will cause the system to crash [16]. In addition, the submission of parameter and
constraint information will expose the privacy of distributed unit owners. Therefore, it is
necessary to achieve coordinated and optimized operation of active distribution networks
with EHLs by shifting the operating mode from centralized to distributed. At present, the
main methods for solving distributed optimization include Alternating Direction Multiplier
Method (ADMM), Analysis Objective Cascading Method (ATC), Near End Message Passing
Method (PMP), Auxiliary Problem Principle (APP), Optimality Condition Decomposition
Method (OCD), and so on. The ATC usually requires the establishment of a higher-
level coordination center that can grasp some boundary information. PMP, APP, and
OCD do not require a higher-level coordination center and only rely on various regions
to jointly complete information transmission and optimization calculations. However,
their convergence is relatively poor, and the optimization results obtained may not be
ideal. ADMM has a natural decoupling structure and stable convergence performance and
has been widely used in distributed optimization operations of energy systems [17–19].
Reference [20] conducted research on the coordinated operation of power and natural gas
systems based on ADMM. A decentralized optimal power flow method is proposed in
reference [21] to reduce the communication burden between multiple integrated energy
systems. Reference [22] established a day-ahead optimization scheduling model for the
integrated energy system of electricity and natural gas and used an improved ADMM
solution model to obtain the minimum operating cost.

In the above references, the interaction between different energy systems is only
coupled through gas turbine units or cogeneration units. However, at the level of active
distribution networks with EHLs, the coupling of multi-vector energy may be more com-
plex. This operation involves the collaborative optimization of different forms of energy,
including electricity and heat. The central operator is responsible for managing this op-
eration. Meanwhile, with the continuous increase in various coupling devices, there are
more and more operational entities in active distribution networks with EHLs. Therefore,
the original ADMM cannot be directly applied to active distribution networks with EHLs,
and the interaction between energy demand and the power grid should be addressed.
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Meanwhile, as the scale of distributed units in the system increases, the central coordinator
in the distributed framework is expected to incur more communication costs. In addition,
with the increase in data exchange, communication failures have become increasingly
common. Therefore, it is necessary to propose a distributed operation framework to reduce
the communication pressure of the system and achieve coordinated operation of active
distribution networks with EHLs. In order to address these issues, the contributions made
in this article are as follows:

(1) Considering the thermal delay effect and heat loss of the thermal system, the central-
ized optimization operation model of active distribution networks containing EHLs is
formulated as a standard sharing problem, and a distributed optimization operation
model of EHLs active distribution networks based on ADMM solution is established.

(2) The iterative process is improved by dynamically updating the step, which results in
fewer iterations and better convergence performance compared to the original ADMM.
In addition, this method can not only obtain the optimal solution with the minimum
number of iterations under normal operation but also obtain the optimal solution
with the minimum number of iterations in the case of communication failures.

(3) The effectiveness of the distributed coordinated operation method proposed in this
paper was simulated and verified by constructing an IEEE33 distribution system.
The results showed that the proposed distributed coordinated operation method
has strong robustness to the randomness of the number of distributed units and
parameters. Moreover, EHLs participating in coordinated operation can expand
the consumption space of wind power and photovoltaic power, and improve the
economic efficiency of system operation.

2. Centralized Optimal Operation Model for Active Distribution Networks with EHLs

Due to the existence of electrothermal coupling characteristics in active distribution
networks with EHLs, in order to obtain a reliable operation plan, it is necessary to con-
sider the thermal delay effect and heat loss of the thermal system when establishing an
optimized operation model for active distribution networks with EHLs. Firstly, establish
a centralized optimization operation model for active distribution networks with EHLs,
and then rephrase it as a standard sharing problem based on the centralized optimization
operation model. Finally, establish a distributed optimization operation model for active
distribution networks with EHLs based on ADMM.

The centralized optimization of active distribution networks with EHLs is based on the
power constraints of each distributed unit in the virtual power plant, taking into account
the day-ahead load forecasting and real-time price, to achieve the minimum comprehensive
operation cost of active distribution networks with EHLs.

2.1. Objective Function

The Equation (1) is shown as below:

min
N

∑
i=1

(CG
i + CCHP

i + CWF
i + CPV

i + CEHLs
i + CEP

i ) (1)

where N is the total number of virtual power plants in the active distribution network.
CG

i , CCHP
i , CWF

i ,CPV
i and CEHLs

i are the operating costs of conventional units, Cogeneration
units, wind turbine units, photovoltaic generator units, and EHLs in virtual power plant
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i, respectively. CEP
i is the cost of purchasing energy for virtual power plant i from other

virtual power plants, that is, the cost of energy sharing.

CG
i =

T
∑

t=1
Ui,t[ f (PG

i,t) + (1 − Ui,t−1)Si], f (PG
i,t) = ai(PG

i,t)
2
+ biPG

i,t + ci

CWF
i =

T
∑

t=1
κWF

i PWF
i,t

CPV
i =

T
∑

t=1
κPV

i PPV
i,t

CEP
i =

T
∑

t=1
[ρEE

t (PEE,P
i,t − PEE,S

i,t ) + ρHE
t (HHE,P

i,t − HHE,S
i,t )]

(2)

where T is the total number of running periods. PG
i,t is the generating power of conventional

units in virtual power plant i in period t. A represents the cost of changing the operating
status of a conventional unit from static to operational during time t. Ui,t is the operating
status of conventional units in period t; Ui,t = 1 and Ui,t = 0 represent the operating and
shutdown states, respectively. Si is the start-up cost for conventional units. f (PG

i,t) is the
power generation cost of conventional units in period t. ai, bi and ci are the generation
cost coefficient of conventional units. PWF

i,t and PPV
i,t are the output of wind power and

photovoltaic generator units of virtual power plant i in period t. κWF
i and κPV

i is the output
maintenance cost coefficient of wind power and photovoltaic generator units in virtual
power plant i. ρEE

t and ρHE
t are the energy sharing prices of the virtual power plant in the

active distribution network, representing electric energy and thermal energy respectively.
PEE,P

i,t and PEE,S
i,t are, respectively, the power received and provided by virtual power plant

i for energy sharing in period t. HHE,P
i,t and HHE,S

i,t are respectively the heat received and
provided by virtual power plant i for energy sharing in period t.

CCHP
i =

T

∑
t=1

[ki,1 + ki,2PCHP
i,t + ki,3HCHP

i,t + ki,4(PCHP
i,t )

2
+ki,5(HCHP

i,t )
2
+ ki,6PCHP

i,t HCHP
i,t ] (3)

where ki,1, ki,2, ki,3, ki,4, ki,5 and ki,6 are the operating cost coefficients of cogeneration units
in virtual power plant i. PCHP

i,t and HCHP
i,t are the electrical output and thermal output of

cogeneration units in virtual power plant i in period t.
EHLs consider the thermal inertia and thermal delay effects of the thermal system

while meeting user comfort and operational constraints, and fully tap into the regulatory
potential of EHLs.

CEHLs
i =

T

∑
t=1

λEHLs
e,h,i,tP

EHLs
i,t (4)

where, PEHLs
i,t is the active power of EHLs in virtual power plant i in period t. λEHLs

e,h,i,t is the
compensation price for EHLs.

According to the Weber–Fechner law, a more effective and reasonable pricing method
is determined, specifically expressed as:

λEHLs
e,h,t = λe,h · ln(ρe,h,t) + K (5)

where the compensation price λEHLs
e,t of EHLs in the power system is related to the electricity

price ρe,t, while the compensation price λEHLs
h,t of EHLs in the thermal system is related to

the heating price; λe,h is the compensation coefficient of electrothermal coupled EHLs, taken
as 0.5. The constant K is generally taken as 1 based on the experience of Weber-Fechner law.
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According to the coordinated operation requirements of the system, the actual con-
trolled EHLs during the t period can be expressed as follows in Equation (4):

PEHLs
i,t =

N

∑
i=1

si,tPEHLs
i,max , si,t ∈ [0, 1] (6)

where PEHLs
i,max is the maximum regulating power of EHLs in virtual power plant i. si,t is the

regulation rate.
For rebound loads, there is currently no precise mathematical model to describe them,

and a three-stage autoregressive model is generally used to fit them as follows:

PEHLs
b,i,t = αPEHLs

i,t−1 + βPEHLs
i,t−2 + γPEHLs

i,t−3 (7)

where PEHLs
b,i,t is the rebound load of EHLs in virtual power plant i in period t. PEHLs

i,t−1 , PEHLs
i,t−2

and PEHLs
i,t−3 are the regulated power of EHLs in period t-1, t-2, and t-3, respectively. α, β and

γ are the rebound coefficients.

2.2. Constraints
2.2.1. Power Balance Constraints

The Equation (8) is shown as below:

PG
i,t + PCHP

i,t + PWF
i,t + PPV

i,t + (PEE,P
i,t − PEE,S

i,t ) = Pload
i,t + PEHLs

i,t (8)

where Pload
i,t is the load of virtual power plant i in period t.

2.2.2. Thermal Power Balance Constraints Considering Thermal Loss and Thermal
Delay Effects

The Equations (9) and (10) are shown as below:

HCHP
i,t + HEHLs

i,t + (HHE,P
i,t − HHE,S

i,t )− Hloss
i,t−TD = Hload

i,t (9)

Hloss
i,t = ηloss

i,t (HCHP
i,t + HEHLs

i,t ) (10)

where Hload
i,t is the thermal load of virtual power plant i in period t. HCHP

i,t and HEHLs
i,t are

the heating capacity of cogeneration units and EHLs in virtual power plant i in time period
t, respectively. Hloss

i,t−TD is the heat loss when virtual power plant i supplies heat to the user
in time period t. TD is the delay time of heat transfer, which depends on the parameters of
heat pipes. ηloss

i,t is the heat loss coefficient of the thermal system. Constraint (9) considers
the heat loss and thermal delay effects of the thermal system.

2.2.3. Conventional Unit Operation Constraints

The Equation (11) is shown as below:

PG
i,min ≤ PG

i,t ≤ PG
i,max (11)

where PG
i,max and PG

i,min are the upper and lower limits of conventional unit output.{
(Ui,t−1 − Ui,t) (Ton

i,t − Ton
i,min) ≥ 0

(Ui,t − Ui,t−1) (Toff
i,t − Toff

i,min) ≥ 0
(12)

where Ton
i,t and Toff

i,t , respectively, represent the continuous start and stop times of con-
ventional units. Ton

i,min and Toff
i,min are the minimum continuous start and stop times for

conventional units. Equation (12) represents the minimum start and stop time constraint
for conventional units.
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2.2.4. Operation Constraints of Cogeneration Units

The feasible range of output of cogeneration units is shown in Figure 1.
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PCHP
i,t = ∑

k∈Schp

ηk,i,tPCHP
k

HCHP
i,t = ∑

k∈Schp

ηk,i,tHCHP
k

∑
k∈SCHP

ηk,i,t = 1

0 ≤ ηk,i,t ≤ 1, ∀k ∈ SCHP

(13)

where PCHP
k and HCHP

k are the extreme points of cogeneration power and thermal output
range, respectively. ηk,i,t is the output coefficient of the extreme point. SCHP is the set of
vertices in the feasible region of output.

2.2.5. Operational Constraints for Wind and Photovoltaic Power Generation

The Equations (14) and (15) are shown as below:

0 ≤ PWF
i,t ≤ PWF

i,t,max (14)

0 ≤ PPV
i,t ≤ PPV

i,t,max (15)

where PWF
i,t,max and PPV

i,t,max, respectively, represent the predicted power of wind and photo-
voltaic power generation.

2.2.6. EHLs Operational Constraints

The Equation (16) is shown as below:

PEHLs
i,t,minUEHLs

i,t ≤ PEHLs
i,t ≤ PEHLs

i,t,maxUEHLs
i,t (16)

where PEHLs
i,t,min and PEHLs

i,t,max are, respectively, the minimum and maximum controlled quan-
tities of EHLs participating in regulation in virtual power plant i in period t. UEHLs

i,t is
the state variable of EHLs. UEHLs

i,t = 1 indicates that they are in a controlled state and
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UEHLs
i,t = 0 indicates that they are not controlled. Equation (16) represents the controlled

quantity constraint of EHLs.

k+TEHLs
min −1
∑

t=k
UEHLs

t ≥ TEHLs
min (UEHLs

k − UEHLs
k−1 )

k = 1, · · ·, T − TEHLs
min + 1

(17)

T
∑

t=k
(UEHLs

t − UEHLs
k + UEHLs

k−1 UEHLs
t ) ≥ 0

k = T − TEHLs
min + 2, · · ·, T

(18)

k+TEHLs
max

∑
t=k

UEHLs
t ≥ TEHLs

max , k = 1, · · ·, T − TEHLs
max (19)

T

∑
t=1

(1 − UEHLs
t−1 )UEHLs

t ≤ NEHLs (20)

where TEHLs
min and TEHLs

max are the minimum and maximum interruptible duration of EHLs
participating in regulation. NEHLs is the maximum number of actions required for EHLs
to participate in regulation. Equations (17) and (18) represent the minimum interruptible
duration constraint for EHLs. Equation (19) represents the maximum interruptible duration
constraint for EHLs. Equation (20) represents the number of interruption constraints
for EHLs.

2.2.7. Energy Sharing Constraints

The Equations (21) and (22) are shown as below:

0 ≤ PEE,P
i,t ≤ UEE,P

i,t PEE,P
i,max

0 ≤ PEE,S
i,t ≤ UEE,S

i,t PEE,S
i,max

UEE,P
i,t + UEE,S

i,t ≤ 1
N
∑

i=1
PEE,P

i,t =
N
∑

i=1
PEE,S

i,t

(21)



0 ≤ HHE,P
i,t ≤ UHE,P

i,t HHE,P
i,max

0 ≤ HHE,S
i,t ≤ UHE,S

i,t HHE,S
i,max

UHE,P
i,t + UHE,S

i,t ≤ 1
N
∑

i=1
HHE,P

i,t =
N
∑

i=1
HHE,S

i,t

(22)

where PEE,P
i,max and PEE,S

i,max are the maximum electric power received and provided by virtual

power plant i, respectively. UEE,P
i,t and UEE,S

i,t are the 0-1 state variables for receiving and

providing electric power for virtual power plant i, respectively. HHE,P
i,max and HHE,S

i,max are the
maximum thermal power received and provided for virtual power plant i, respectively.
UHE,P

i,t and UHE,S
i,t are the 0–1 state variables for receiving and providing thermal power for

virtual power plant i, respectively.

3. Distributed Optimal Operation Model for Active Distribution Networks with EHLs

The centralized optimal operation model requires all Virtual power plants to directly
provide trade secret data. In most cases, virtual power plants participating in system opera-
tion may belong to different interest groups, and it is difficult to fully realize information
sharing in actual operation. Directly providing data will cause data privacy disclosure.
However, ADMM is used to solve the optimal operation model for active distribution net-
works with EHLs in a distributed manner, then the commercial privacy data of each virtual
power plant can be protected. In addition, the SOCP-based AC power flow model shown in
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Equations (24)–(31) is used to simulate active distribution networks with EHLs. To address
the above issues, based on the ADMM, the centralized optimization operation model for
active distribution networks with EHLs is rephrased as a standard sharing problem, as
shown in Equations (23)–(36).{

min ∑
i∈N

(CG
i + CCHP

i + CWF
i + CPV

i + CEHLs
i + CEP

i )

s.t. (8)− (9), (11)− (22), (24)− (33)
(23)


∑

n∈I(i)
Pin,t − (Pij,t − RijLij,t) = Pnet

i,t , ∀i ∈ N

∑
n∈I(i)

Pin,t − (Pij,t − RijLij,t) = 0, ∀i ∈ I/N
(24)

∑
n∈I(i)

Qin,t − (Qij,t − XijLij,t) = 0, ∀i ∈ I (25)

Vi,t − 2(RijPij,t + XijQij,t) + (R2
ij + X2

ij)Lij,t = Vj,t, ∀(i, j) ∈ M (26)∥∥∥∥∥∥
2Pij,t
2Qij,t
Lij,t − Vi,t

∥∥∥∥∥∥
2

≤ Lij,t + Vi,t, ∀(i, j) ∈ M (27)

 ∑
n∈N

P1n,t = PEM
t

∑
n∈N

Q1n,t = QEM
t

(28)

∣∣∣QEM
t

∣∣∣ ≤ PEM
t tan φEM (29)

U2
i,min ≤ Vi,t ≤ U2

i,max (30)

0 ≤ Lij,t ≤ I2
ij,max, ∀(i, j) ∈ M (31)

Pnet
i,t = PG

i,t + PCHP
i,t + PWF

i,t + PPV
i,t − Pload

i,t − PEHLs
i,t (32)

Hnet
i,t = HCHP

i,t + HEHLs
i,t − Hloss

i,t−TD − Hload
i,t (33)

where I is the set of nodes in the active distribution network. I/N refers to the set of nodes
excluding those connected to the virtual power plant. M is the collection of distribution
lines. Lij,t is the square amplitude of the current of the distribution line (i, j) in period t. Vi,t
is the squared amplitude of the voltage at node i in period t. Rij and Xij, respectively, refer to
the resistance and reactance of distribution lines (i, j). φEM is the power factor of the virtual
power plant. Pnet

i,t is the net power output of virtual power plant i in period t. Hnet
i,t is the net

thermal output of virtual power plant i in period t. Constraints (24) and (25) represent the
active and reactive power balance of each node, respectively. Constraint (26) describes the
voltage drop of the distribution line. Constraint (27) provides second-order cone relaxation
for nonlinear AC power flow constraints [23]. Constraint (28) represents the balance of
active and reactive power at nodes of the Common Coupling Point (PCC). Constraints (29),
(30), and (31) represent power factor limitations, voltage squared amplitude limitations of
nodes, and current squared amplitude limitations of distribution lines, respectively.

In order to express the centralized optimization operation model of active distribution
networks with EHLs as a standard sharing problem [24], two auxiliary variables re

i,t and rh
i,t

are defined, as shown in Equation (34):{
re

i,t = Pnet
i,t

rh
i,t = Hnet

i,t
(34)
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According to the defined auxiliary variables, the augmented Lagrange function of the
model shown in Equations (23)–(34) can be expressed as:

L = ∑
i∈N

∑
t∈T

CU
i,t + ∑

i∈N
∑

t∈T
CE

i,t+

∑
i∈N

∑
t∈T

λe
i,t(Pnet

i,t − re
i,t) +

ρe

2 ∑
i∈N

∑
t∈T

∥∥∥Pnet
i,t − re

i,t

∥∥∥2

2
+

∑
i∈N

∑
t∈T

λh
i,t(Hnet

i,t − rh
i,t) +

ρh

2 ∑
i∈N

∑
t∈T

∥∥∥Hnet
i,t − rh

i,t

∥∥∥2

2

(35)

where CU
i,t = CG

i,t + CCHP
i,t + CWF

i,t + CPV
i,t + CEHLs

i,t , CE
i,t = CEP

i,t . λe
i,t and λh

i,t are Lagrange
multipliers. ρe and ρh are penalty coefficients.

Combine the linear term and the quadratic term, make ue
i,t = λe

i,t/ρ1, uh
i,t = λh

i,t/ρ2,
and express the augmented Lagrange function (35) as a scaling form:

L = ∑
i∈N

∑
t∈T

CU
i,t + ∑

i∈N
∑

t∈T
CE

i,t+

ρe

2 ∑
i∈N

∑
t∈T

∥∥∥Pnet
i,t − re

i,t + ue
i,t

∥∥∥2

2
− ρe

2 ∑
i∈N

∑
t∈T

∥∥∥ue
i,t

∥∥∥2

2
+

ρh

2 ∑
i∈N

∑
t∈T

∥∥∥Hnet
i,t − rh

i,t + uh
i,t

∥∥∥2

2
− ρh

2 ∑
i∈N

∑
t∈T

∥∥∥uh
i,t

∥∥∥2

2

(36)

where ue
i,t and uh

i,t are scaled dual variables.

4. Distributed Solution Based on Dynamic Step Correction ADMM

In order to protect the privacy of the Virtual power plant during the operation of active
distribution networks with EHLs, ADMM is used to solve the optimal operation model of
active distribution networks with EHLs in a distributed manner. Since the step size will
significantly affect the rate of convergence of ADMM, the dynamic step size modification
is further considered on the basis of the original ADMM to improve the convergence
performance of the algorithm.

4.1. Implementation of ADMM

The updates of each variable are shown in Equations (37)–(39):{
Pnet

i,t (k + 1), Hnet
i,t (k + 1)

}
:= argmin

Pnet
i,t ,Hnet

i,t

∑
i∈N

∑
t∈T

CU
i,t+

ρe

2 ∑
i∈N

∑
t∈T

∥∥∥Pnet
i,t − re

i,t(k) + ue
i,t(k)

∥∥∥2

2
+

ρh

2 ∑
i∈N

∑
t∈T

∥∥∥Hnet
i,t − rh

i,t(k) + uh
i,t(k)

∥∥∥2

2

(37)

{
re

i,t(k + 1), rh
i,t(k + 1)

}
:= argmin

Pnet
i,t ,Hnet

i,t

∑
i∈N

∑
t∈T

CE
i,t+

ρe

2 ∑
i∈N

∑
t∈T

∥∥∥re
i,t − ue

i,t(k)− Pnet
i,t (k + 1)

∥∥∥2

2
+

ρh

2 ∑
i∈N

∑
t∈T

∥∥∥rh
i,t − uh

i,t(k)− Hnet
i,t (k + 1)

∥∥∥2

2

(38)

{
ue

i,t(k + 1) := ue
i,t(k) + Pnet

i,t (k + 1)− re
i,t(k + 1)

uh
i,t(k + 1) := uh

i,t(k) + Hnet
i,t (k + 1)− rh

i,t(k + 1)
(39)
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For the convenience of analysis, let:
pe =

N
∑

i=1

T
∑

t=1
Pnet

i,t

ph =
N
∑

i=1

T
∑

t=1
Hnet

i,t

,


re =

N
∑

i=1

T
∑

t=1
re

i,t

rh =
N
∑

i=1

T
∑

t=1
rh

i,t

(40)

The iteration stopping standard is defined as the original residual and dual residual
being less than the set tolerance. Specifically, it is determined whether the ADMM iteration
has stopped based on the stopping standard shown in Equation (41).{

∥x(k + 1)∥2
2 = max

∥∥pe,h(k + 1)− re,h(k + 1)
∥∥2

2 ≤ εpri

∥y(k + 1)∥2
2 = maxρe,h

∥∥re,h(k + 1)− re,h(k)
∥∥2

2 ≤ εdual
(41)

The solving steps of the original ADMM are shown in Algorithm 1.

Algorithm 1. ADMM-based distributed optimization

Input: Forecast electric load Pload
i,t , forecast thermal load Hload

i,t , wind power forecast output
PWF

i,t,max, photovoltaic forecast output PPV
i,t,max, Lagrange multiplier λe

i,t and λh
i,t, penalty

coefficient ρe and ρh, tolerance parameter εpri and εdual, energy price and equipment
operation parameter

Output: Minimum operating cost of active distribution network with EHLs

Step 1: Initialize λe
i,t = λh

i,t = 0, ρe = ρh = 0.1, εpri = εdual = 10−4, Pnet
i,t = Hnet

i,t = 0, re
i,t = rh

i,t = 0,
iteration number k = 1.

Step 2: Establish an optimization operation model for active distribution networks with EHLs,
including optimization objective functions and constraint conditions.

Step 3: Parallel optimization and solution of various variables in the model.
Step 4: According to Equations (37)–(39), iteratively update

variables Pnet
i,t and Hnet

i,t , auxiliary variables re
i,t and rh

i,t, and dual variables ue
i,t and uh

i,t.
Step 5: Update iteration number k = k + 1.
Step 6: According to Equation (41), determine whether the stop condition is met. If the stop

condition is met, the iteration stops. Otherwise, return to Step3 for repeated calculations.

4.2. Dynamic Step Correction of ADMM

The step size will have a significant impact on the rate of convergence of ADMM [24],
while the step size of the original ADMM is fixed, and the algorithm performance will
deteriorate during the iteration process. Therefore, a two-stage dynamic step size correction
method is adopted to improve the convergence performance of ADMM.

Stage 1: Calculate the changes in the original residual and dual residual values during
each iteration process, as shown in Equation (42). If the change in the minimum values of
the original and dual residuals is greater than the set value ∆ (such as ∆ = 0.1), the step size
remains unchanged because the current step size reduces the original and dual residuals.
Otherwise, the current step size will worsen the convergence of the algorithm. At this time,
the step size needs to be updated at Stage 2.{

∆∥x(k + 1)∥2
2 = ∥x(k + 1)∥2

2 − ∥x(k)∥2
2

∆∥y(k + 1)∥2
2 = ∥y(k + 1)∥2

2 − ∥y(k)∥2
2

(42)

Stage 2: Update the step based on the current values of the original and dual residuals,
as shown in Equation (43). If the original residual is much greater than the dual residual, it
will increase the step size and result in serious penalties for violating the original feasibility.
If the dual residual is much greater than the original residual, then the dual feasibility
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converges and the step size will decrease. At this time, the convergence of original feasibility
and dual feasibility can alternate and balance.

ρe,h(k + 1) =


ρe,h(k) · (1 + lg ∥x(k)∥∞

∥y(k)∥∞
) i f ∥x(k)∥∞ > 10∥y(k)∥∞

ρe,h(k) otherwise
ρe,h(k)/(1 + lg ∥y(k)∥∞

∥x(k)∥∞
) i f ∥y(k)∥∞ > 10∥x(k)∥∞

(43)

The ADMM for dynamic step size correction is shown in Algorithm 2.

Algorithm 2. ADMM based on dynamic step size correction

Step 1: Set residual variation value ∆;
Step 2: for k

Calculate ∆∥x(k + 1)∥2
2 and ∆∥y(k + 1)∥2

2 according to Equation (42)

if min
{

∆∥x(k + 1)∥2
2, ∆∥y(k + 1)∥2

2

}
≥ ∆

ρe,h(k + 1) = ρe,h(k)
else
Update ρe,h(k + 1) according to Equation (43)
end
ρe,h(k + 1) is sent to Algorithm 1 for step3 update

Step 3: end

5. Simulation and Analysis
5.1. Example Setting

To verify the effectiveness of the distributed coordination and optimization operation
method for active distribution networks with EHLs based on ADMM, an IEEE33 distri-
bution system as shown in Figure 2 was constructed for simulation verification. A total
of 21 distributed units are aggregated into the active distribution network through three
virtual power plants (VPP1, VPP2, VPP3). The parameters of conventional units (G1, G2,
G3), cogeneration units (CHP1, CHP2, CHP3), wind turbines (WF1, WF2, WF3), photo-
voltaic power generation (PV1, PV2, PV3), and electrical heating loads (EHLs1, EHLs2,
EHLs3) in distributed units are shown in Tables 1–5, and the predicted power of wind
and photovoltaic is shown in Figure 3. The shared electrical power of each virtual power
plant is limited to 28 MW, and the shared thermal power is limited to 5 MW. The electricity
sharing price between virtual power plants is shown in Figure 4, and the heat sharing price
is 0.06 $/kW·h.
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Table 1. Conventional unit operating parameters.

Parameters VPP1 VPP2 VPP3

ai ($/MW2) 0.0018 0.0019 0.0021
bi ($/MW) 18.39 20.51 22.67

ci ($/h) 298 249 228
PG

i,min (MW) 20 15 10
PG

i,max (MW) 60 40 20
Ton

min/h 5 4 2
Toff

min/h 5 4 2
S/$ 891 540 377

Table 2. Output range of cogeneration unit.

CHP Output Range VPP1 VPP2 VPP3

A (P/MW, H/MW) (17.0, 0.0) (16.0, 0.0) (17.0, 0.0)
B (P/MW, H/MW) (12.0, 12.0) (11.0, 11.0) (12.0, 12.0)
C (P/MW, H/MW) (30.0, 61.2) (28.0, 58.2) (30.0, 61.2)
D (P/MW, H/MW) (34.0, 61.2) (33.0, 58.2) (34.0, 61.2)
E (P/MW, H/MW) (44.0, 0.0) (42.0, 0.0) (44.0, 0.0)
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Table 3. Operating parameters of cogeneration unit.

CHP Unit Parameters VPP1 VPP2 VPP3

ki,1($/ h) 4.07×102 4.03×102 4.07×102

ki,2($/(MW · h)) 2.23×101 2.26×101 2.23×101

ki,3($/(MW · h)) 5.60 5.61 5.60
ki,4($/(MW2 · h)) 9.90×10−4 9.88×10−4 9.90×10−4

ki,5($/(MW2 · h)) 3.36×10−5 3.36×10−5 3.36×10−5

ki,6($/(MW2 · h)) 3.93×10−4 3.94×10−4 3.93×10−4

Table 4. Wind power and photovoltaic operating parameters.

Parameters VPP1 VPP2 VPP3

κWF
i ($/(kW · h)) 0.0011 0.0011 0.0011

κPV
i ($/(kW · h)) 0.0012 0.0012 0.0012

Table 5. EHLs operating parameters.

Parameters VPP1 VPP2 VPP3

PEHLs
i,min (MW) 0 0 0

PEHLs
i,max (MW) 10 15 20
TEHLs

min (h) 2 2 2
TEHLs

max (h) 5 5 5
α 0.4 0.4 0.4
β 0.3 0.3 0.3
γ 0.1 0.1 0.1

5.2. Algorithm Performance Analysis

To verify the effectiveness of the proposed distributed coordinated operation method
for active distribution networks with EHLs based on dynamic step size correction ADMM
(represented as A1), this method was compared with the original ADMM algorithm (repre-
sented as A2) in reference [25] and the automatically adjusted step size ADMM algorithm
(represented as A3) in reference [19], as shown in Table 6.

Table 6. Operating results of different methods.

Method Convergence
Accuracy Error Iterations Operating Cost

($)

A1
10−5

1.31 × 10−6 69 2.3071 × 105

A2 9.88 × 10−6 196 2.3080 × 105

A3 −2.37 × 10−6 93 2.3074 × 105

A1
10−4

1.31 × 10−6 57 2.3071 × 105

A2 9.94 × 10−5 162 2.3097 × 105

A3 2.12 × 10−5 79 2.3084 × 105

A1
10−3

1.31 × 10−6 42 2.3071 × 105

A2 9.36 × 10−4 121 2.3113 × 105

A3 2.43 × 10−5 66 2.3096 × 105

A1
10−2

1.31 × 10−6 28 2.3073 × 105

A2 2.41 × 10−3 72 2.3133 × 105

A3 2.96 × 10−5 45 2.3114 × 105

It can be seen from Table 6 that A1 always has the fastest rate of convergence under
different convergence precision, the operating cost remains stable, and the economy is
optimal. Taking convergence accuracy εpri = εdual = 10−4 as an example, the A2 iteration
converges 162 times, the A3 iteration converges 79 times while the A1 iteration only



Energies 2024, 17, 533 14 of 20

converges 57 times, which is significantly less than other methods. Obviously, the proposed
method helps to improve the convergence of the algorithm. In addition, for A2 and A3, as
the convergence accuracy decreases, the operating results gradually deteriorate. This is
because their convergence is formed as each distributed unit evolves independently, while
the exit condition is only based on overall error. At the same time, the intermediate results
summarized by the virtual power plant layer shield the cost parameters of each distributed
unit in each iteration.

To achieve convergence accuracy εpri = εdual = 10−5, the simulation analysis shows
the convergence characteristics of power output, as shown in Figures 5 and 6.
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Figure 5 shows the changes in the power output and thermal power output of the
device during normal communication at 24:00 with the number of iterations. The number
of iterations required for A2 and A3 power output convergence is 196 and 93, respectively,
while A1 power output only needs 69 iterations to converge, which is significantly superior
to the other two methods. The dynamic correction step is generated by dynamically
adjusting the online distributed units from bottom to top, ensuring convergence speed. In
the system economy operation, compared with conventional power generation units, wind
power, and photovoltaic operation costs are lower, and the output of distributed units such
as WF1, WF2, and WF3 will reach the upper limit during the iteration process.

In addition, verify the optimization effect of dynamic step size correction ADMM
under communication faults. Figure 6 shows the variation of electrical and thermal power
output with the number of iterations under communication faults at 12:00 pm. Assuming
that there is a communication failure between CHP2 and virtual power plant 3 during the
iteration process, distributed optimization is carried out based on the dynamic correction
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strategy proposed in the previous section, that is, each distributed unit and virtual power
plant are optimized using the latest information obtained. The dynamic correction step
size can ensure that new stable operating points can be quickly reached in the event of
communication connection failures in distributed units or virtual power plants. Com-
pared with normal situations, the number of iterations under communication faults has
increased, but as shown in Figure 6, the proposed method can obtain the optimal solution
with the minimum number of iterations under communication faults, still outperforming
other methods.

5.3. The Impact of Distributed Unit Randomness

In the three-layer distributed coordinated operation architecture, EHLs, and other
distributed units in the active distribution network are widely distributed, with strong
spatiotemporal dispersion and differences, which may lead to changes in the number
and parameters of the underlying distributed units. Therefore, the solution speed and
efficiency should have strong robustness to the randomness of the number of distributed
units and parameters.

The distributed coordinated operation of active distribution networks with EHLs needs
to meet the constraints of supply and demand balance and the constraints of distributed
unit operation, specifically expressed as:

N

∑
i=1

si = SD (44)

smin
i ≤ si ≤ smax

i (45)

where si is the output of distributed unit i, SD is the system load demand, smax
i and smin

i is
the upper and lower limits of the output of distributed unit i.

According to the constraints of supply and demand balance and distributed unit
operation, a necessary condition that the system’s economic operation must meet is:

N

∑
i=1

smin
i < SD <

N

∑
i=1

smax
i (46)

Define the depth of distributed unit operation based on the above conditions (repre-
sented as 0 < m < 1), and have

SD =
N

∑
i=1

smin
i + m(

N

∑
i=1

smax
i −

N

∑
i=1

smin
i ) (47)

In order to compare the influence of the number of distributed units on the algorithm
convergence, assume that the parameters of different distributed units are randomly dis-
tributed in some intervals, generate a certain number of distributed units randomly from
them, and form the randomness of virtual power plant simulation distributed units.

Figure 7 shows the convergence of the three methods at different operating depths
when the number of distributed units changes from 20 to 100. It can be seen that the number
of iterations for A2 and A3 is greatly affected by the number of distributed units. The
number of iterations for A2 is approximately exponential with the number of distributed
units, requiring hundreds of iterations to converge. For A3, the number of iterations is
approximately linearly increasing with the number of distributed units, requiring over a
hundred iterations to converge. The number of iterations for A1 is almost unaffected by
the number of distributed units, and for a certain m, it can converge with only a few dozen
iterations. This is because the step size of A1 is dynamically modified, which is updated
from bottom to top based on the response of the underlying distributed units.
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5.4. Distributed Coordinated Operation Results of the Active Distribution Network with EHLs

The distributed coordinated operation of active distribution networks with EHLs takes
into account both thermal delay effects, thermal losses, and EHL regulation. In order to
analyze the advantages of the distributed coordinated operation strategy in this paper,
four operation strategies are set based on whether the thermal delay effect and heat loss
of the heating system are considered during coordinated operation, and whether EHLs
participate in the operation. Strategy A: The distributed coordinated operation of the
system does not consider the thermal delay effect and heat loss, nor does it consider EHL
regulation. Strategy B: The distributed coordinated operation of the system only considers
the thermal delay effect and heat loss, without considering EHL regulation. Strategy C: The
distributed coordinated operation of the system does not consider the thermal delay effect
and heat loss, only EHLs regulation. Strategy D: The distributed and coordinated operation
of the system takes into account the thermal delay effect, heat loss, and EHL regulation.
Table 7 compares the four operating strategies in terms of system operation economy.
Table 8 compares the wind abandonment situation under four operating strategies, and
Table 9 compares the photovoltaic abandonment situation under four operating strategies.

Table 7. The four operating strategies in terms of system operation economy.

Strategies Thermal Delay and
Heat Loss EHLs Operation Operating Cost/

($)

A × × 2.3283 × 105

B
√

× 2.3213 × 105

C ×
√

2.3191 × 105

D
√ √

2.3071 × 105
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Table 8. The wind abandonment situation under four operating strategies.

Strategies Abandoned Wind Power/(MW·h) Wind Power Abandonment
Rate/%

A 270.18 27.6
B 184.03 18.8
C 141.94 14.5
D 65.59 6.7

Table 9. The photovoltaic abandonment situation under four operating strategies.

Strategies Abandoned Photovoltaic
Power/(MW·h)

Photovoltaic Abandonment
Rate/%

A 70.63 19.4
B 52.06 14.3
C 42.23 11.6
D 18.57 5.1

It can be seen from Tables 7–9 that, compared with Strategy A, individually considering
the thermal delay effect and heat loss of the heating system (Strategy B) and EHLs regulation
(Strategy C) can both reduce the system operating costs and waste wind and solar energy
to a certain extent. Compared with strategy D, the system operation economy and the
potential of wind and solar energy consumption have not been fully released. Under
the distributed and coordinated operation of active distribution networks with EHLs
(Strategy D), the system has the lowest operating cost, only 2.3071×105 $, and the wind
and photovoltaic abandonment rates have further decreased to 6.7% and 5.1%.

Figure 8 shows the coordinated operation results of various distributed units in the
active distribution network with EHLs.

Take virtual power plant 1 as an example to analyze the results. According to the
power optimization operation results in Figure 8a, the power demand of virtual power
plant 1 in the daytime is mainly met by G1, CHP1, and PV1, and the power demand of
virtual power plant 1 at night is mainly met by CHP1, and WF1. This is because during
the day from 11:00 to 15:00, there is sufficient sunlight, and PV1 is in the period of high
power generation. At night from 20:00 to 05:00, the wind speed is high, and WF1’s power
generation significantly increases. In order to provide space for wind power consumption,
G1 is in a shutdown state from 22:00 to 05:00. In addition, CHP1 is running all day due
to providing heat to users. Virtual power plant 1 energy sharing receives 78.28 MW·h
of electric energy and provides 322.80 MW·h. According to the thermal optimization
operation results in Figure 8a, the thermal demand of virtual power plant 1 is mainly
provided by CHP1 in the daytime, while it is in the peak heating period at night, and the
thermal demand of Virtual power plant 1 is mainly provided by CHP1 and EHLs1. The
heat energy received by virtual power plant 1 energy sharing is 13.72 MW·h, and the heat
energy provided is 2.08 MW·h. Analysis shows that the active distribution network with
EHLs achieves a distributed collaborative supply of electricity and heat energy.

The power load, EHLs controlled quantity, and rebound load are shown in Figure 9.
From Figure 9, it can be seen that the trend of rebound load is consistent with the

controlled quantity of EHLs, but the rebound load is relatively delayed in time compared
to the controlled quantity of EHLs, and the peak of rebound load is also smaller compared
to the controlled quantity of EHLs. Due to the peak power load during the day, EHLs are
mainly controlled during the day. During the controlled period of EHLs, the peak value
of the power load significantly decreases, reflecting the role of EHLs control in energy
conservation and emission reduction of the power system.

The thermal load and the controlled quantities of EHLs in the thermal system are
shown in Figure 10.



Energies 2024, 17, 533 18 of 20

Energies 2024, 17, x FOR PEER REVIEW 18 of 21 
 

 

Under the distributed and coordinated operation of active distribution networks with 

EHLs (Strategy D), the system has the lowest operating cost, only 2.3071 105 $, and the 

wind and photovoltaic abandonment rates have further decreased to 6.7% and 5.1%. 

Figure 8 shows the coordinated operation results of various distributed units in the 

active distribution network with EHLs. 

(a) Electric and thermal output of distributed units in VPP1

(b) Electric and thermal output of distributed units in VPP2

(c) Electric and thermal output of distributed units in VPP3

G2

CHP2

WF2

PV2

EEP2

EHLs2

EES2

G1

CHP1

WF1

PV1

EEP1

EHLs1

EES1

0 5 10 15 20 25

t/h

-10

0

10

20

30

40

50

CHP1

EHLs1

HEP1

HES1

H
/M

W

0 5 10 15 20 25

t/h

-40

-20

0

20

40

60

80

100

P
/M

W

0 5 10 15 20 25

t/h

-40

-20

0

20

40

60

80

P
/M

W

0 5 10 15 20 25

t/h

-40

-20

0

20

40

60

80

100

P
/M

W

0 5 10 15 20 25

t/h

-10

0

10

20

30

40

50

60

CHP3

EHLs3

HEP3

HES3

H
/M

W
H

/M
W

0 5 10 15 20 25

t/h

-10

0

10

20

30

40

50

60

CHP2

EHLs2

HEP2

HES2

G3

CHP3

WF3

PV3

EEP3

EHLs3

EES3

 

Figure 8. Distributed coordinated operation results of the active distribution network with EHLs. 

Take virtual power plant 1 as an example to analyze the results. According to the 

power optimization operation results in Figure 8a, the power demand of virtual power 

plant 1 in the daytime is mainly met by G1, CHP1, and PV1, and the power demand of 

virtual power plant 1 at night is mainly met by CHP1, and WF1. This is because during 

the day from 11:00 to 15:00, there is sufficient sunlight, and PV1 is in the period of high 

power generation. At night from 20:00 to 05:00, the wind speed is high, and WF1’s power 

generation significantly increases. In order to provide space for wind power consumption, 

G1 is in a shutdown state from 22:00 to 05:00. In addition, CHP1 is running all day due to 

providing heat to users. Virtual power plant 1 energy sharing receives 78.28 MW·h of elec-

tric energy and provides 322.80 MW·h. According to the thermal optimization operation 

results in Figure 8a, the thermal demand of virtual power plant 1 is mainly provided by 

CHP1 in the daytime, while it is in the peak heating period at night, and the thermal 

Figure 8. Distributed coordinated operation results of the active distribution network with EHLs.

Energies 2024, 17, x FOR PEER REVIEW 19 of 21 
 

 

demand of Virtual power plant 1 is mainly provided by CHP1 and EHLs1. The heat en-

ergy received by virtual power plant 1 energy sharing is 13.72 MW·h, and the heat energy 

provided is 2.08 MW·h. Analysis shows that the active distribution network with EHLs 

achieves a distributed collaborative supply of electricity and heat energy. 

The power load, EHLs controlled quantity, and rebound load are shown in Figure 9. 

P
/M

W

0 6 12 18 24

t/h

100

120

140

160

180

200

0

6

12

18

24

30

C
o
n
tr

o
ll

ed
 q

u
a
n
ti
ty

 o
f 

E
H

L
s/

M
W

Original  electrical load

After EHLs participate

Rebound 

load

Controlled 

loads of EHLs

 

Figure 9. Power load and EHLs controlled quantity. 

From Figure 9, it can be seen that the trend of rebound load is consistent with the 

controlled quantity of EHLs, but the rebound load is relatively delayed in time compared 

to the controlled quantity of EHLs, and the peak of rebound load is also smaller compared 

to the controlled quantity of EHLs. Due to the peak power load during the day, EHLs are 

mainly controlled during the day. During the controlled period of EHLs, the peak value 

of the power load significantly decreases, reflecting the role of EHLs control in energy 

conservation and emission reduction of the power system. 

The thermal load and the controlled quantities of EHLs in the thermal system are 

shown in Figure 10. 

Original  heat load

After EHLs  participate

0

3

6

9

12

15

0 6 12 18 24

t/h

40

60

80

100

120

140

H
/M

W

Controlled 

quantity of EHLs

C
o
n

tr
o
ll

ed
 q

u
a

n
ti

ty
 o

f 
E

H
L

s/
M

W

Response 

delay

 

Figure 10. Thermal load and EHLs controlled quantity. 

From Figure 10, it can be seen that compared to the response time of the heat load, 

the control time of EHLs is advanced by one hour, while the response time of the heat load 

is relatively delayed by one hour. Due to the peak heat load period at night, the controlled 

period of EHLs is mainly located at night. During the controlled period of EHLs, the peak 

value of thermal load significantly decreases, reflecting the role of EHLs control in energy 

conservation and emission reduction of the thermal system. 

Figure 9. Power load and EHLs controlled quantity.
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conservation and emission reduction of the power system. 
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shown in Figure 10. 
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Figure 10. Thermal load and EHLs controlled quantity. 

From Figure 10, it can be seen that compared to the response time of the heat load, 

the control time of EHLs is advanced by one hour, while the response time of the heat load 

is relatively delayed by one hour. Due to the peak heat load period at night, the controlled 

period of EHLs is mainly located at night. During the controlled period of EHLs, the peak 
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Figure 10. Thermal load and EHLs controlled quantity.

From Figure 10, it can be seen that compared to the response time of the heat load, the
control time of EHLs is advanced by one hour, while the response time of the heat load is
relatively delayed by one hour. Due to the peak heat load period at night, the controlled
period of EHLs is mainly located at night. During the controlled period of EHLs, the peak
value of thermal load significantly decreases, reflecting the role of EHLs control in energy
conservation and emission reduction of the thermal system.

6. Conclusions

To solve the problem of coordinated operation of large-scale distributed units in
active distribution networks with EHLs, a distributed coordinated operation method for
active distribution networks with EHLs based on dynamic step correction ADMM is
proposed. The effectiveness of the proposed method was verified through simulation, and
the following conclusions were obtained:

(1) In the process of solving ADMM, considering dynamic step correction can reduce the
number of iterations and improve the convergence and computational efficiency of
ADMM.

(2) The proposed distributed coordinated operation method has strong robustness to the
randomness of the number of distributed units and parameters.

(3) After EHLs participate in coordinated operation, they can expand the consumption
space of wind and photovoltaic power, improve the economic efficiency of system
operation, and during the controlled period of EHLs, the peak values of electricity and
heat loads significantly decrease, reflecting the energy-saving and emission reduction
effect of EHLs on the system.
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